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(57) ABSTRACT 

Systems and methods for indexing information and for per 
forming searches are disclosed. In these systems and methods 
information is "ingested into the system by clustering the 
information using a clustering algorithm such as k-means or 
k-medoids clustering. During the clustering process, a hybrid 
distance measurement is used that allows the systems and 
methods to determine similarity across a number of different 
types of information. Once the information is clustered, it is 
stored and “mirrored both in a structured (e.g., relational) 
data repository and in an unstructured data repository. Meth 
ods according to the invention allow the retrieval of both 
direct search results and search results including related con 
cepts. After clustered information is stored, future searches 
can be performed by searching the stored results in whichever 
data repository is most appropriate for the context. 
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CLUSTERED INFORMATION PROCESSING 
AND SEARCHING WITH 

STRUCTURED-UNSTRUCTURED DATABASE 
BRIDGE 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application claims priority to U.S. Provisional 
Patent Application No. 61/736.464, filed Dec. 12, 2012, and 
to U.S. Provisional Patent Application No. 61/621,970, filed 
Apr. 9, 2012. The contents of both of those applications are 
incorporated by reference herein in their entireties. 

BACKGROUND OF THE INVENTION 

0002 1. Field of the Invention 
0003. The invention relates to computer-based searching, 
information retrieval, indexing, and storage. 
0004 2. Description of Related Art 
0005 Decades ago, large amounts of data were stored in a 
variety of different formats, depending on the application 
programs that were intended to access the data, the data types, 
and the preferences of the programmers who created the 
programs. In 1970, E. F. Codd, working at the IBM Research 
Laboratory, wrote a seminal paper, “A Relational Model of 
Data for Large Shared Data Banks. Communications of the 
ACM 13:6 (June 1970) proposing a new, relational way of 
storing large amounts of data. (That paper is incorporated by 
reference in its entirety.) Codd Suggested that the formats in 
which data was stored should be independent of particular 
application programs and consistent across different types of 
programs. The relational database was born. 
0006. In a relational database, data is stored in so-called 
“tables, with certain fields in each table acting as searchable 
index fields and allowing a searcher to “relate' the informa 
tion in one table with the information in another table. For 
example, assume that one table, “USERS’ identifies users of 
a shared computing system and contains fields including first 
name, last name, gender, age, and identification number. 
Another table in the same database, “USAGE. contains 
information on users use of a resource by identification num 
ber, including the fields identification number and usage 
amount. In that case, the “identification number field links 
and provides a relationship between the two tables, such that 
an interested person could, for example, easily query the 
database for the names of all users whose usage exceeds a 
desired threshold, in which case the set of results would 
include selectively concatenated information from both 
tables. 

0007 Over the years, the use of relational databases in all 
sectors of industry exploded. Structured Query Language 
(SQL) evolved to allow database users to make very sophis 
ticated queries of relational databases; essentially, the SQL 
language acts as an interface to most modern relational data 
bases. Oracle, Inc. was one of the first and most prominent 
purveyors of enterprise-grade relational database systems, 
although many competitors emerged. As the Internet age 
dawned in the 1990s, relational databases became ubiquitous 
and open-source (i.e., user developed, readily shared, and 
typically low cost) relational database programs, like 
MySQL, emerged alongside offerings by major corporations, 
with the SQL language itself becoming more and more stan 
dardized. Ultimately, SQL databases have been used to 
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handle the back-end processing for most major websites, and 
continue to be popular solutions. 
0008. The advantages of relational databases in general 
and SQL databases in particular are well documented in the 
literature. As Codd described, they are independent of the 
particular application programs that create and access them. 
The structure of the databases typically provides for relatively 
fast searching, and their ubiquity makes them easier to create 
and maintain and provides a variety of software options in the 
marketplace. Moreover, with recent relational database soft 
ware, the tables defined in relational databases can often store 
not only textual data, but other forms of data, including vari 
ous image, audio, and video files. 
0009. As the Internet has grown to maturity, the amount of 
data stored in and processed by computer systems has 
increased to the point where a single dataset may involve 
terabytes or even petabytes of information. Google, Inc., the 
Internet search company, has been one of the leaders in the 
Science and mechanics of processing large data sets. Google's 
fundamental innovation in WorldWideWeb searching was to 
decide which pages were most relevant or authoritative by 
measuring how many other pages “linked to them. By that 
algorithm, pages that were linked to more frequently were 
considered to be more authoritative and were presented ear 
lier in the list of search results under most circumstances. 

0010. In 2004, two Google engineers, Jeffrey Dean and 
Sanjay Ghemawat, published a paper entitled "MapReduce: 
Simplified Data Processing on Large Clusters’ describing a 
generalized, two-step method for processing a large dataset. 
That paper is incorporated by reference in its entirety. In a first 
step, a 'map' function parses a dataset to obtain a set of 
associated data values and a “reduce function parses that 
distributed set to output a final value or set of values. As one 
example given in the paper, the map-reduce method may be 
used to count uniform resource locator (URL) access fre 
quency associated with an Internet site. In that case, the map 
function would process a log of web page requests and output 
<URL, 1> each time the particular URL in question is found 
in the log. The corresponding “reduce” function would count 
the output of the 'map' function and output the data <URL, 
total countd. The MapReduce paper provides significant 
guidance in how to distribute map and reduce operations 
across a number of networked machines to Successfully parse 
very large datasets. 
(0011 So-called “NoSQL or “unstructured databases 
have developed in parallel with MapReduce and other large 
dataset processing techniques. These databases deviate from 
the traditional relational databases that use SQL for an inter 
face either by using an interface other than SQL (e.g., Java 
Script, XML, etc.), or by not storing data in tables and thus 
deviating entirely from the relational database model. These 
databases may be particularly Suited for handling large 
datasets and for facilitating particular large-scale MapReduce 
operations on stored data. However, their feature sets may not 
be as robust or as standardized as SQL-based relational data 
bases. 

0012 While the tools for processing large datasets have 
improved, and techniques for distributing processing tasks 
over large numbers of networked computers are now well 
described and commonly used, current information process 
ing techniques are still not very good at facilitating deeper 
understanding of the information that is processed, e.g., at 
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automatically making connections not only between related 
points or pages in a dataset, but between related concepts 
reflected in the dataset. 

SUMMARY OF THE INVENTION 

0013 Aspects of the invention relate to systems, methods, 
and software for clustered searching with a structured and 
unstructured database bridge. Methods according to aspects 
of the invention involve searching in response to one or more 
search query terms. A search is carried out in one or more data 
repositories, and search results are clustered based on dis 
tance measurements calculated for the results. The searching 
and clustering continue recursively or iteratively either a 
defined number of times or until predefined limits or charac 
teristics have been met. The results, organized in clusters, 
typically include both literal results for the query and results 
for related terms and concepts that are included because they 
are found to be within a specified distance of the literal or 
first-pass results. 
0014. Once the set of clustered search results is estab 
lished, the clusters are stored and, in most embodiments, 
mirrored both in a conventional relational database system 
and in an unstructured database. This allows retrieval of the 
result set quickly using either the relational database or the 
unstructured database. More generally, methods according to 
aspects of the invention allow information to be organized 
according to the connections between the underlying pieces 
of data, and also allow data to be organized according to 
existing hierarchies inherent in the data. The data repositories 
searched in methods according to embodiments of the inven 
tion may be particular, domain-specific databases that are 
pre-qualified as authoritative, like the PubMed database of 
Scientific and biomedical publications, or the methods may be 
executed on more general data repositories, as would be the 
case of a more generalized World Wide Web search. 
0015. A system according to another aspect of the inven 
tion includes one or more servers, at least one unstructured 
database, and at least one relational database. The one or more 
servers are connected over a communications network, Such 
as an intranet or the Internet, to a plurality of data repositories 
that are to be searched. At least one relational database for 
result storage and indexing, and at least one unstructured 
database for result storage, are either implemented on the one 
or more servers or in communication with them to store the 
results of any searching operations. Depending on the 
embodiment, the one or more servers may be divided into 
scheduling machines, which are responsible for coordinating 
the implementation of tasks on other machines, and worker 
machines, which are responsible for actually executing tasks 
as directed by the scheduling machines. Of course, systems 
according to aspects of the invention are intended to be scal 
able; in the simplest embodiments or implementations, the 
one or more servers may comprise a single machine that 
implements all of the tasks of the methods described above. 
The one or more servers may communicate via the commu 
nications network with any number of user machines which 
formulate search queries, transmit the queries to the one or 
more servers, and access the clustered sets of results. 
0016 Yet another aspect of the invention relates to 
machine-readable media and to Software on that media, i.e., 
sets of machine-readable instructions on the machine-read 
able media that, when executed, cause the machines to per 
form the tasks of the methods described above. 
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0017. Other aspects, features, and advantages of the inven 
tion will be set forth in the description that follows. 

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES 

(0018. The invention will be described with respect to the 
following drawing figures, in which like numerals represent 
like features throughout the drawings, and in which: 
0019 FIG. 1 is a schematic diagram of a system according 
to one embodiment of the invention; 
0020 FIG. 2 is a high-level flow diagram of a method for 
searching and indexing information according to another 
embodiment of the invention; 
0021 FIG. 3 is a flow diagram of the tasks involved in 
clustering results in the method of FIG. 2; 
0022 FIG. 4 is a high-level flow diagram of another 
method according to an embodiment of the invention; 
0023 FIG. 5 is a flow diagram of a method for using the 
system of FIG. 1 to search information that has been indexed 
and stored; and 
0024 FIG. 6 is a schematic diagram of a system according 
to another embodiment of the invention for retrieving infor 
mation. 

DETAILED DESCRIPTION 

0025 FIG. 1 is a schematic diagram of a system, generally 
indicated at 10, according to one embodiment of the inven 
tion. Generally speaking, system 10 includes a search system 
12 and any number of data Sources 14. A communications 
network 16 provides communication between the search sys 
tem 12, the data sources 14, and any number of user machines 
18. Depending on the embodiment, the communications net 
work 16 may be a local area network (LAN), such as a 
corporate intranet, or a wide-area network (WAN), such as the 
Internet. As those of skill in the art will realize, multiple 
communication networks may connect the components of 
system 10 in some embodiments. 
0026. The search system 12 includes at least one server 
with Sufficient memory and processing capabilities to per 
form the functions that will be described in greater detail 
below. That server may have implemented on it, in software, 
a World WideWeb or interface server, a structured database, 
an unstructured database, and all other components necessary 
or desirable for performing the functions of system 10. 
0027. However, in the illustration of FIG. 1, the search 
system 12 is implemented as a distributed system or “cluster 
of computers that are connected together (i.e., by conven 
tional Ethernet connections) to co-operatively perform their 
functions. Specifically, a web/interface server 20 receives 
search information, including search query terms, from the 
user machine 18. Depending on the particular implementa 
tion, the web/interface server 20 may also provide a search 
interface to a plurality of users to allow those users to perform 
searches. The web/interface server 20 may be, for example, a 
computer running APACHE WorldWideWeb server software 
that communicates using hypertext transfer protocol (HTTP) 
and provides information in the form of hypertext pages, or 
pages in some other markup language, to the user machine 18. 
If the communication network 16 is the Internet, this com 
munication would typically take place on top of a traditional 
transmission control protocol/internet protocol (TCP/IP) 
communication scheme. 
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0028. The web/interface server 20 may use any conven 
tional Software to accomplish its functions. For reasons that 
will be explained below in more detail, if the web/interface 
server 20 does provide Web pages as an interface to the search 
system 12, those pages may be coded in static or dynamic 
hypertext markup language (HTML) with cascading style 
sheets (HTML/CSS), although for reasons that will be 
explained below in more detail, many of the pages provided 
by the web/interface server 20 will be dynamically generated 
using a server-side scripting technology like PHP active 
server pages (ASP), Java Servlets, Java Server Pages (JSP) 
etc. For example, the web/interface server 20 may run the 
APACHE TOMCAT application server, an open source 
implementation of the Java Servlet and Java Server Pages 
technologies. 
0029. If the web/interface server 20 does not provide a 
visual interface perse, it may provide and transmit informa 
tion in any suitable format, including ASCII text and infor 
mation description languages like extensible markup lan 
guage (XML). 
0030 Typically, the user machines 18 would have conven 
tional Web browser software installed, and would use that 
software to communicate with the web/interface server 20 
and to view and interact with the interface it provides. Of 
course, in some embodiments, each user machine 18 may 
have specific client software installed that provides and 
instantiates the interface and allows the user to communicate 
with and use the web/interface server 20. The client software 
may be compiled or interpreted. Additionally, although the 
user machine 18 shown is a laptop computer, the user 
machines 18 may be any type of machine, including desktop 
computers, Smart phones, and tablet computers. In some 
cases, the client software may be an “app' or a small appli 
cation program that runs on a tablet computer or Smartphone. 
These details will differ from embodiment to embodiment 
and application to application. 
0031. The web/interface server 20 may pre-parse any 
input received from a user machine 18 to ensure that, for 
example, a query is in the correct format, and may be pro 
grammed to handle basic input errors. Once the input is 
correct, the web/interface server 20 communicates the query 
data to a scheduler/manager server 22. 
0032. The scheduler/manager server 22 coordinates the 
tasks necessary to actually perform a search and manage data 
in a multi-user environment with many simultaneous and 
near-simultaneous search requests. The scheduler/manager 
server 22 parcels out the tasks of actually performing the 
search or managing data to any number of worker machines 
24 and deals with issues such as failure of one or more of the 
worker machines 24 during execution of the search tasks. In 
essence, given an available amount of processing power, the 
scheduler/manager server 22 is given the task of recruiting as 
many worker machines 24 as are best in any given situation to 
perform a search, clustering operation, or any other assigned 
task in the minimum amount of time necessary. The sched 
uler/manager server 22 would typically be provided with 
scheduling and task management Software to enable sched 
uling of large Scale distributed task management. In general, 
the search system 12 may implement a file system and soft 
ware designed for large-scale, data-intensive distributed pro 
cessing, such as the Apache HADOOP software framework 
(Apache Software Foundation). 
0033. The worker machines 24 themselves may be either 
conventional computer server machines similar in configura 
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tion to the scheduler/manager server 22, for example, rack 
mount server systems. They may also be lower-powered.com 
modity personal computers, an approach favored by some 
companies, including Google, Inc. 
0034. Of course, although one scheduler/manager server 
22 is shown in FIG. 1, and it is directing only a few worker 
machines 24, any number of scheduler/manager servers 22 
and any number of worker machines 24 may be a part of 
system 10, and other systems according to embodiments of 
the invention. One of the advantages of system 10, and par 
ticularly of the search system 12, is scalability. In fact, the 
search system 12 could be implemented on or as a part of a 
shared computing facility, i.e., a data center. As one example, 
system 12 could be implemented using Amazon Web Ser 
vices (Amazon Web Services, Inc.), which provides easily 
resizable and Scalable computing capabilities. However, as 
was noted briefly above, in the simplest embodiments, the 
search system 12 could be implemented on a single machine. 
0035 Also shown in FIG. 1 are a number of data sources 
26, 28, 30, 32. The data sources 26, 28, 30, 32 may be 
controlled by the same entity that controls the search system 
12, or they may be controlled by other entities. The data 
sources 26, 28, 30, 32 represent any sources of data that may 
be searched or otherwise used in the use of system 10. In a 
search of the general World WideWeb, the data sources 26, 
28, 30, 32 may represent either individual Web servers, or 
aggregators and search engines, like the Google search 
engine (Google, Inc.), the Bing search engine (Microsoft, 
Inc.), and the Yahoo! search engine. 
0036 While system 10 may certainly be used to search the 
World Wide Web and to organize the information that is 
developed by that kind of searching, the data sources 26, 28. 
30, 32 may also be specific to particular domains and subject 
matter. For example, System 10 may be configured to search 
the PubMed database, a database maintained by the U.S. 
National Institutes of Health (NIH) containing copies of 
papers on many medical, biomedical, and general Science 
topics across a number of different publications. Other medi 
cal and biomedical databases may include the BLAST(R) (Ba 
sic Local Alignment Search Tool) database containing 
genetic and amino acid sequences, also maintained by the 
U.S. National Institutes of Health (NIH): the Protein Data 
Bank (PDB) containing protein structure and conformation 
information, which is maintained by a consortium of univer 
sities; and medical and disease databases, including informa 
tion from the U.S. Centers for Disease Control and Preven 
tion. 

0037. The exact nature of the databases or the information 
stored in them is not critical to the invention, and although 
specific application programming interfaces (APIs) may need 
to be constructed to interface and facilitate communication 
with specific databases, the data sources 26, 28, 30, 32 may 
contain virtually anything. Other examples may include data 
Sources containing internal corporate records; government 
records, including criminal records, land records, corporate 
records, and automobile registration records; and WorldWide 
Web data sources. The data sources 26, 28, 30, 32 may be 
managed by or contain the records of a single organization, or 
they may hold the records of many organizations. 
0038. When a search is not a search of the general World 
WideWeb, it may be helpful if the data sources 26, 28, 30, 32 
included in the search are known to be authoritative. For 
example, the NIH databases mentioned above are databases 
that are known to be authoritative. Of course, that need not be 
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the case in all embodiments, and in Some cases, it may be 
necessary or desirable to assume that a particular data source 
26, 28, 30, 32 is authoritative based on its source; associa 
tions; authors; number of other sites, databases, or papers that 
refer to it; or some other metric(s) of authority. Some embodi 
ments of system 10 may cull information from both the gen 
eral World Wide Web and certain other data sources 26, 28, 
30, 32, in which case, the search results may be weighted or 
clustered appropriately to indicate the level of confidence in 
the authoritativeness of the results. 

0039. Overall, system 10 as illustrated in FIG. 1 may be 
referred to colloquially as a "cloud-to-cloud' type of system, 
in that both the search system 12 and the data sources 26, 28. 
30, 32 it searches may actually be in large-scale "cloud' data 
centers, rather than on the same physical premises, and very 
little to none of the processing may be done on the individual 
user machines 18 depending on the embodiment. 
0040. Moreover, while some of the description above pre 
Supposes a search-type environment and search/information 
retrieval operations, that need not be the case in all embodi 
ments. In some embodiments, one or more of the data sources 
26, 28, 30, 32 may “feed data directly into the search system 
12. The search system 12 may take input from a single source 
or multiple sources, either continuously or discontinuously 
(i.e., in batches). 
0041 As one example, one or more of the data sources 26, 
28, 30, 32 may be information-generating systems or appli 
ances, such as cameras, document Scanners, medical imaging 
systems, computer peripherals, or other devices that auto 
matically submit their data to the search system 12 for index 
ing, as will be described below in more detail. As another 
example, syndication protocols and technologies, such as 
really simple syndication (RSS), may be used to feed infor 
mation from the data sources 26, 28, 30, 32 into the search 
system 12. 
0042 FIG. 2 illustrates a method, generally indicated at 
50, for searching and indexing data using a system like system 
10 of FIG.1. Depending on the embodiment and the particu 
lar circumstances, method 50 may be used to pre-process and 
index data from feeds, or it may be used to search and index 
one or more data sources 26, 28, 30, 32. For that reason, 
method 50 as illustrated in FIG.2 contains only a “core' set of 
tasks; particular applications of method 50 to active search 
and to automatic data processing will be described below in 
more detail. Method 50 begins at task 52 and continues with 
task 54. 

0043. At the beginning of method 50, in task 52, it is 
assumed that a set of search results or one or more “feeds” of 
information are available for processing. These search results 
may be obtained by searching the data sources 26, 28, 30, 32. 
or by examining the incoming feeds from the data sources 26, 
28, 30, 32. As was set forth above, some of the data sources 
26, 28, 30, 32 may be external and require APIs, specific 
search URLs, or other middleware to execute a search. For 
any internal data sources 26, 28, 30, 32, an existing search 
engine, such as ADOBE SOLR may be implemented. 
0044) Method 50 also assumes that some data may be able 

to be immediately processed by search system 12, while other 
data may require preliminary or predicate processing steps 
before the rest of method 50 can be performed. In task 52, any 
necessary preliminary processing steps are performed. Thus, 
task 52 can be considered to be an optional task, depending on 
the situation and the nature of the data that is being processed. 
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0045. For example, ASCII text and other textual and 
numerical data may be immediately processed by method 50. 
However, image and video data, to give two examples, may 
require other preliminary processing first. For example, docu 
ments in image or Portable Document Format (PDF) formats 
may require optical character recognition (OCR) to generate 
recognized text that can be processed by method 50 and 
search system 12. Images may be subjected to optical char 
acter recognition, if they are believed to contain textual data, 
or other image processing techniques, like edge, feature, or 
facial detection. Generally speaking, task 54 may encompass 
any preliminary processing tasks necessary to make the data 
to be searched or indexed usable for other tasks of method 50. 
0046. Of course, task 54 may involve any number of sub 
tasks, and those Sub-tasks may depend on the type of data that 
is being processed. In some embodiments, a set of functions 
may determine the incoming data type of each piece of data 
that is processed and, once that determination is made, send 
the data for preliminary processing appropriate for that data 
type. Thus, in this example, images of documents might be 
subjected to OCR, while documents that contain machine 
readable text would not be. For example, in some embodi 
ments a software toolkit such as the APACHE TIKA toolkit 
(The Apache Software Foundation) may be used to identify 
common file types and to extract data and metadata from 
documents. Other toolkits, like the Behemoth toolkit, may be 
used to extract binary data and metadata from binary data 
files. 
0047 Once the preliminary processing tasks are complete, 
method 50 continues with task 56. 
0048. In task 56, method 50 measures similarities or dis 
tances between documents or elements of data. The basis for 
a similarity or distance measurement may be any quantifiable 
attribute of the data. For example, to compare documents or 
abstracts, word counts may be used. 
0049 Various methods may be used to establish similarity 
between points of data. For example, for textual data or docu 
ments, one useful measure of similarity is cosine similarity. 
Word counts of words related to a particular concept or set of 
search terms are assembled into attribute vectors, e.g., A and 
B, and the similarity between the underlying documents is 
established using cosine similarity, as in Equation (1) below: 

Sin = cost = At (1) m = cost = |AIR 

0050. In other words, the dot product of the two vectors is 
normalized by the magnitude of the two vectors to determine 
the similarity. Thus, the resulting similarity measure is a real 
number between 0 and 1. 
0051 Cosine similarity is one useful similarity measure 
when evaluating and comparing one unknown corpus of text 
or other information with another. However, different mea 
Sures of similarity and distance may be used for other types of 
data and in other embodiments. 
0052. As was noted above with respect to system 10, the 
data sources 26, 28, 30, 32 may contain dissimilar types of 
data, all of which may be relevant to a particular search query 
or indexing operation. One advantage of system 10 and 
method 50 is that they are able to access data sources 26, 28. 
30, 32 housing dissimilar types of data. Another advantage is 
that they can establish relationships between data, and lever 
age existing known relationships. 



US 2013/0268532 A1 

0053 More particularly, the similarity measures used in 
any situation will depend on the type of data. Additionally, 
system 10 and method 50 may make use of metadata, prop 
erties, and data ontologies or known data relationships in 
determining similarity and data inclusion. Moreover, com 
bined or hybrid similarity or distance measures may be used. 
0054. It is advantageous in method 50 to use data sets that 
are known to be authoritative, and more advantageous yet to 
use or access data sets with known and established properties, 
links to other data, descriptors, and metadata. For example, 
there are a number of linked open datasets available on the 
Internet—datasets that use Resource Description Framework 
(RDF), extensible markup language (XML), and other data 
and property-descriptive technologies to link related data 
together and to describe it in useful ways. Examples of linked 
open datasets include the human disease network or Disea 
some (Goh, K-I, et al., Proc. Natl. Acad. Sci. 104:8685-8690 
(2007), the contents of which are incorporated by reference in 
their entirety); DrugBank, a database that combines detailed 
drug data with comprehensive drug target (sequence, struc 
ture, and pathway) information; DBpedia, a dataset with data 
extracted from the Wikipedia online encyclopedia; and 
GeoNames, which provides descriptions of worldwide geo 
graphical features, to name but a few of the available linked 
open datasets. 
0055 As one example, assume that information about a 
disease—cancer is desired. As a first step, the top N 
abstracts would be fetched from the PubMed database and 
cosine similarity measures computed from each. Addition 
ally, the Diseasome and DrugBank linked open datasets 
would be searched. In each case, the number of abstracts 
retrieved from each database may be controllable by setting it 
to a defined number, a percentage of the total number of 
results retrieved, or some defined limit. In some cases, a large 
number of results may be gathered in an initial pass, with less 
relevant results being culled in later tasks of method 50. 
0056. The Diseasome and DrugBank datasets might, in 
that case, provide a list of properties such as: 
0057 possibleDiseaseTarget=ICraniosynostosis, nonspe 

cific, Cancer Susceptibility, Ehlers-Danlos Syndrome, type I. 
130000, Cancer progression/metastasis, Achondroplasia, 
100800, Caffey disease, Craniofacial-skeletal-dermatologic 
dysplasia, Craniofacial-skeletal-dermatologic dysplasia, 
Ehlers-Danios syndrome, Kallmann syndrome 2, 147950. 
Jackson-Weiss syndrome, 123150. Bethlem myopathy, 
158810, Beare-Stevenson cutis gyrata syndrome, Hypochon 
droplasia, 146000, Aneurysm, familial arterial, Dyssegmen 
tal dysplasia, Silverman-Handmaker type, Colon cancer, 
Osteogenesis imperfecta, type I, 166200, Apert syndrome, 
101200, Saethre-Chotzen syndrome, Hypochondroplasia, 
Osteoporosis, 166710, Osteogenesis imperfecta, type IV. 
166220, Muenke syndrome, Gastric cancer, somatic, 137215, 
Bladder cancer, 109800, Cervical carcinoma 
0058. The linked open datasets may also return a number 
of associated gene sequences, for example: 

Sequence1: ATGGT 

Sequence2: ATGGT 

Sequence3: GGGGT 
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as well as a number of associated proteins with amino acid 
sequences, for example: 

Sequence1: CNGEKT 

Sequence2: TNGEKT 

0059. Once those searches were performed, a hybrid dis 
tance/similarity computation would be performed, depending 
on the type of data. For text content, the distance/similarity 
measure is taken as the cosine similarity between the text 
vectors. For properties fields, the distance/similarity is com 
puted as the cosine similarity of matching properties. For 
properties that do not match, a distance value of 1.0 is added. 
The distance value is normalized at the end of the computa 
tion. For example, if one document has properties: 
0060 (1) possibleDiseaseTarget=Craniosynostosis, non 
specific, Cancer Susceptibility; 
0061 (2) drugCategory=http://www.someserver.edu/ 
drugbank/drugcategory/boneDensityConservation Agents; 
and a second document has a property: 
0062 (1) possibleDiseaseTarget=Craniosynostosis 
0063. The distance between the “possibleDiseaseTarget' 
property lists of the two documents might be computed as 0.6 
using cosine similarity. Since the other property, "drugCat 
egory' is only found in one document, it will contribute to 
unit distance. The total distance Summed over matching and 
not matching properties is normalized by dividing by the total 
number of properties, in this case, 3 (two properties for docu 
ment 1 and one for document 2). 
0064. For the associated gene and protein sequences, a 
sequence alignment distance is calculated between all pairs, 
before distances are summed and finally normalized by the 
number of sequence pairs. Specifically: 

sequence1: AAAGC 

sequence2: GGGGG 

sequence alignment distance: O. 8 

sequence1: CCCGT 

sequence2: GGGGG 

sequence alignment distance: O. 8 

sequence1: GGGGG 

sequence2: GGGGG 

sequence alignment distance: O. O. 

Total Summed Distance: 1.6 

Total Number of Sequence Pairs: 3 

Normalized Sequence Distance = 1.6/3 = 

O. 5333333333333333 

0065. Those of skill in the art will readily devise other 
means of calculating similarity and/or distance measure 
ments for other types of data. Once a number of distance/ 
similarity measures are computed for different elements of 
data, the individual distance/similarity measures are com 
bined linearly, to create a hybrid distance measure, as in: 

Hybrid Distance=wt1*TextDistance-- 
wt2*Property Distance+ 
wt3*GeneSequenceDistance+wt4* Protein 
Sequence Distance; 
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where wtil, wit2, wit3, and wit4 are tunable parameters defined 
by the user or by a predefined configuration settings file for a 
particular application. Ultimately, these parameters define the 
weights assigned to the components in the hybrid distance 
measurement. Changing them ultimately affects the amount 
of “noise' or unrelated information that is included in a clus 
tered result set. 
0066. After hybrid distance measures are computed, 
method 50 continues with task 58, in which the results are 
clustered. Any clustering algorithm may be used in method 
50, including hierarchical clustering, k-means clustering and 
its related algorithms, and ontology-Supported hierarchical 
clustering. In some cases, two or more clustering methods 
may be used on the same set of data and the resulting sets of 
clusters may be separately stored. For example, data may be 
Subjected to both hierarchical clustering and to k-means or 
k-medoids clustering methods. In general, where a clustering 
method requires a distance measurement, the distance mea 
surement used is the one calculated in task 56 of method 50. 
0067. The k-means clustering algorithm, and in particular, 
the k-medoids algorithm, are particularly suitable for use in 
method 50. Both of these algorithms break the dataset up into 
groups and attempt to minimize the distance between points 
designated as being in a cluster and the center of that cluster. 
However, the k-medoids algorithm chooses data points as 
cluster centers, whereas the k-means algorithm does not. 
0068 FIG.3 is a flow diagram of the sub-tasks involved in 
performing task 58 of method 50. Specifically, FIG. 3 illus 
trates a method for performing k-medoids clustering in task 
58 of method 50. Task 58 begins with sub-task 582, in which 
a number of the data points are randomly selected as the 
medoids (i.e., the centers of the clusters). 
0069 Task 58 then continues with sub-task 584, in which 
each data point is associated with a cluster (i.e., one of the 
selected medoids) based on a distance measure. In a tradi 
tional k-medoids algorithm, the distance measure used is a 
Euclidean distance, Manhattan distance, or Minkowski dis 
tance, to give a few examples. However, in embodiments of 
the present invention, the distance measure used is preferably 
the hybrid distance measure established as a result of task 56. 
The use of such a hybrid distance measurement allows mul 
tiple, dissimilar types of data drawn from multiple sources to 
be clustered together. Once each data point has been assigned 
to a cluster based on the hybrid distance measure, task 58 
continues with sub-task 586. 

0070. Sub-tasks 586, 588, and 590 execute an iterative 
and/or recursive loop. For each medoid mand each data point 
in the medoid o, m and o are Swapped and the system com 
putes the total cost. In other words, once a data point is chosen 
as a medoid and the center of a cluster, the system tries 
Swapping other data points for the originally chosen medoid 
to see if the cost, or distance, is lower. This is essentially a 
calculation to determine whether any other point in the cluster 
would make a “better medoid for the cluster. Cost, in this 
context, is calculated as it traditionally is in the k-medoids 
algorithm, specifically using Equation (2) below: 

d (2) 
cost(o, n) = X. O - in 

i=1 

0071. In Equation (2) above, m is the medoid, o is the data 
point, and d is the number of dimensions. 
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0072 After this is done for each data point in a cluster 
(sub-task 588: NO), the next cluster and medoid are selected 
(sub-task 586: YES). Once these calculations have been per 
formed for every data point in each cluster and there are no 
more medoids to be processed (sub-task 586: NO), task 58 
continues with sub-task 592 and the configuration with the 
lowest cost is selected. If any of the cluster medoids have 
changed as a result of the preceding sub-tasks (sub-task 594: 
YES), control of task 58 returns to sub-task 584 and continues 
from that Sub-task. If the medoids have not changed (sub-task 
594: NO), task 58 completes and returns at sub-task 596. 
0073. In some cases, an additional culling task may be 
present in task 56. In that case, a tunable threshold may be 
used. Specifically, if the hybrid distance between any particu 
lar result and the medoid or center of the cluster is greater than 
a defined threshold, that result may be declared less relevant 
and culled or removed from the cluster. 
(0074. Once task 58 is complete, method 50 continues with 
task 60, and the clustered results are stored and mirrored in 
both the structured results repository 27 and the unstructured 
results repository 29. The database schema and the manner in 
which the clusters are stored will vary from embodiment to 
embodiment, as well as with the type of data that is being 
stored. For example, results such as those used in the example 
above may be indexed based on their existing metadata and 
properties. If the information being processed in method 50 is 
the result of a feed from a device, the information may be 
indexed in the database by the time the data was acquired, the 
patient or person to whom it relates, or any other available 
metadata. 
(0075. After task 60, method 50 completes and returns at 
task 62. However, it should be understood that method 50 may 
be executed many times in serial or parallel. FIG. 4 illustrates 
a method 100 for implementing an Internet-based search 
according to another embodiment of the invention. Method 
100 begins at task 102 and continues with task 104. 
0076. In task 104, one or more search terms are obtained. 
Search terms may be obtained by actively querying a user for 
them, or by accepting search terms provided to a search 
engine. Once search terms are accepted, method 100 contin 
ues with task 106. 
0077. As was described above, one advantage of methods 
50, 100 according to embodiments of the invention is that 
they “sweep in related information from various sources 26, 
28, 30, 32 and can find and define related information. In task 
106, the search system 12 uses available resources to find 
search terms that are related to the original search terms and 
should thus be searched. Task 106 may involve searching for 
the original search terms in a resource that identifies related 
terms and concepts. In effect, the purpose of task 106 is to 
identify ontologies, underlying relationships between con 
cepts. 
0078. The resource used to find related search terms may 
be a lexical dictionary, such as the WordNet(R) lexical dictio 
nary maintained at Princeton University. As is known in the 
art, lexical dictionaries catalog relationships between words, 
including synonymy (words having the same meaning), 
hyponymy (words with Super-Subordinate relationship), and 
meronymy (words that have a part-whole relationship with 
other words). If there is no appropriate resource that explicitly 
defines relationships between search terms and other related 
terms, the information may be extracted from the search 
results themselves later tasks of method 100, as will be 
described below in more detail. 
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0079. Other suitable resources for finding related search 
terms may include the U.S. Library of Congress Subject 
Headings (LCSH) and the Medical Subject Headings 
(MeSH) promulgated by the U.S. National Library of Medi 
cine and used in the MEDLINE/Pubmed databases. These 
resources use controlled Vocabularies—predefined, autho 
rized sets of terms to define concepts. However, it should be 
understood that although controlled vocabularies may be 
used, the clustering tasks of methods 50, 100 according to 
embodiments of the invention mean that these methods can 
establish relationships, hierarchies, and ontologies with any 
sort of Vocabulary, including full, unrestricted natural lan 
guage Vocabularies. 
0080 Task 106 may happen prior to or at the same time as 
task 108, which follows it in FIG. 4. In other words, as soon 
as search terms are identified, the search system 12 may 
proceed to begin searching for related resources while at the 
same time, in parallel, retrieving actual results, as shown in 
task 108. While those other resources may be well-defined in 
particular cases, as in the biomedical example identified 
above, in general search contexts, the nature of other data 
sources 26, 28, 30, 32 with potentially relevant search results 
may not be readily apparent. 
0081. Once the results are retrieved, they are clustered as 
described above using a hybrid distance measure for disparate 
types of data with a clustering algorithm Such as k-means or 
k-medoids, as shown in task 110. After the results have been 
clustered in task 110, method 100 continues with task 112, a 
decision task. If there are more results (task 112:YES), con 
trol of method 100 returns to task 108; if there are no more 
results (task 112: NO), the clustered results are stored in task 
114 before method 100 returns at task 116. 

0082. As a specific example of how task 114 may be 
accomplished, the actual result set of documents may be 
downloaded to the storage system of a user's local machine 
18 and arranged by cluster in a set of nested hierarchical 
directories or folders using the file system of the local 
machine 18. The documents and information, arranged in the 
nested hierarchies, can then be stored. 
0083. In terms of the MapReduce set of operations 
described above, tasks 106 and 108 may be considered to be 
“map' functionality, in that they define the scope of data that 
is to be operated on, and tasks 110, 112, and 114 may be 
considered to be the “reduce” functionality, as they operate on 
an intermediate result set to create a final result. 

0084. The presence of task 112, the decision task, allows 
method 100 more flexibility, in that an initial set of results 
may be retrieved, and additional results may be retrieved by 
including references cited in a document in the initial result 
set, or by traversing links in the initial result set. Of course, 
cited references and hypertext links are overt indicators of a 
relationship between the document or resource in question 
and other documents or concepts. Other measures may be 
used. For example, the system may create a word count for 
each document, with each word that appears more than a 
threshold number of times indicating a concept that should be 
searched and potentially included in the clustered results. 
User-defined parameters may be used to define how deep the 
search system 12 goes in traversing links, including refer 
ences, and identifying other concepts that should be searched 
and potentially included in the clustered results while imple 
menting tasks 108-112. Of course, task 110 may occur in 
parallel with the search and retrieval operations of task 108. 
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I0085 Although task 114 is shown in FIG.4, and it may be 
advantageous in many or most cases to store copies of clus 
tered result sets, or links to the original documents of a clus 
tered result set, locally, this is not required in all embodi 
ments. Instead of storing the clustered results, the results 
could simply be output to the user. Method 100 concludes and 
returns at task 116. 

I0086. In his paper setting out the fundamental principles 
of relational databases, E. F. Codd identified three main defi 
ciencies in the then-existing information retrieval systems: 
ordering dependence, indexing dependence, and access path 
dependence. Codd's thesis was that data had to be ordered in 
a specific way in the application program, indexed in a spe 
cific way, and accessed in a specific way, and if any of those 
elements changed, the application program might fail. By 
contrast, systems and methods according to embodiments of 
the invention provide ordering, indexing, and access path 
unity. In other words, the ability to store clustered results both 
in a relational database and more natively in an unstructured 
database mitigate the disadvantages of which Codd was writ 
ing while providing access to all of the advantages of rela 
tional databases and all of the advantages of unstructured 
databases. Thus, mirroring the stored data in both the struc 
tured database26 and the unstructured database 28 allows the 
data to be accessed in whichever way is most efficient for a 
given type of search or other data operation. The combination 
of pre-clustered related data and both structured and unstruc 
tured ways of accessing and further processing that data have 
the potential to make it vastly easier to use the data in future 
searches. 

I0087 Method 50 and method 100 are essentially methods 
of "ingesting data from other sources—feeds, peripherals, or 
other resources—turning the structured and unstructured 
results repositories 27, 29 into search resources themselves. 
For direct searches of the clustered results, the unstructured 
data repository 29 may provide faster results; for applications 
that require or benefit from relational databases, the struc 
tured repository 27 is available. In fact, the structured results 
repository 27 may also be used to establish and maintain 
compatibility with those applications that are written to use 
relational databases, and may be used with third-party appli 
cation programming interfaces (APIs) to access the data that 
is clustered and stored as a result of methods 50 and 100 
according to embodiments of the invention. 
I0088 FIG. 5 is a flow diagram illustrating a method 200 
for searching for specific data once it has been stored in the 
structured results repository 27 and the unstructured results 
repository 29. Method 200 begins at 202 and continues with 
task 204, in which search terms or parameters are received. 
The search terms may be received in task 204 as part of a 
direct search from a user, e.g., coming from a computing 
device 18 through a web/interface server 20, as in system 10 
of FIG. 1. 

I0089. The search terms may also be received in task 204 in 
the broader context of an application program in which it is 
necessary to retrieve information in order to perform the 
application’s functions. For example, system 10 and methods 
according to embodiments of the invention may be used for 
data storage in an electronic health records (EHR) system, in 
which case the search terms in question may relate to retriev 
ing a patient record or records so that those records can be 
annotated and/or reviewed: a motor vehicle license record 
system; an e-commerce product catalog; a biomedical and 
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disease research application; and many other types of appli 
cations that require or benefit from robust data storage and 
retrieval. 
0090. Once the search terms have been received in task 
204, method 200 continues with task 206, and the clustered 
results that have already been stored in the structured data 
repository 27 and the unstructured data repository 29 are 
searched for the term in question. Of course, an advantage of 
systems and methods according to embodiments of the inven 
tion is that because these systems and methods establish and 
preserve natural hierarchies and ontologies, task 206 can 
return not only direct results for the search terms in question, 
but also related concepts. Method 200 continues with task 
208. 

0091. In some cases, a search of the clustered results in 
task 206 may be all that is necessary to return a complete 
result set. That, for example, may be the case in an EHR 
application where all of the records in question are present in 
the structured and unstructured data repositories 27, 29, and 
in applications where all of the relevant data is provided to 
system 10 by way offeeds or other means. It may also not be 
necessary where the clustered search results that are stored in 
the data repositories 27, 29 are regularly or continuously 
updated by re-searching relevant search terms. However, in 
more general applications, e.g., where the WorldWideWeb is 
involved, or where broader searching of technical literature is 
desired, it may be advantageous to search for and retrieve 
additional results at the time that an individual search is 
performed. This may occur, for example, if the number of 
results available for aparticular set of search terms falls below 
a desired number, or the relevance (as measured by a similar 
ity or distance measurement) of the available results falls 
below a threshold. Additionally or alternatively, the system 
may ask the user, or beinformed by way of a parameter passed 
to the system in task 204, that additional results should be 
received. Task 208 of method 200 is a decision task. If addi 
tional results are to be retrieved (task 208:YES), method 200 
continues with task 210; if not (task 208: NO), method 200 
continues with task 212. 
0092. In task 210, additional results for the search terms 
are retrieved and clustered. This may be done in the same way 
as in method 50 or method 100. Following task 210, or fol 
lowing a decision that no additional results are to be retrieved. 
Method 200 continues with task 212 and the result set is 
presented to the user. 
0093. Either before or after the result set is presented to the 
user in task 212, method 200 determines whether the stored 
results should be re-clustered or added to. For example, if 
additional search results are retrieved, those additional results 
may need to be added to the existing clusters, or the clusters 
may need to be entirely re-established. In some cases, the 
search terms received in task 204 may need to be added to the 
stored results in the appropriate hierarchical relationship with 
the existing stored information. Thus, task 214 of method 200 
is a decision task. If the information needs to be re-clustered 
(task 214:YES), method 200 continues with task 216 and the 
information is re-clustered before method 200 terminates and 
returns at 218; if the information does not need to be re 
clustered (task 214: NO), method 200 continues with and 
returns at task 218. 

0094 FIG. 6 is an illustration of a system 300 that employs 
the methods described above in the context of a broader 
application. As was described briefly above, the application 
may be an EHR, a motor vehicle information system, a cor 
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porate knowledge management system, or a search system, to 
name a few. System 300 includes a back-end search and 
information system 302 that includes many of the compo 
nents of system 10, including structured and unstructured 
results repositories 304,306, scheduler/manager servers 308, 
and a web/interface server 310. These components operate 
essentially as described above with respect to system 10. As 
was also described briefly above, APIs 312,314 provide an 
interface to the back-end system 302 for particular applica 
tions or particular types of searches. 
0095. In the context of system 300, the scheduler/manager 
servers 308 and/or the web/interface server 310 may auto 
matically direct incoming search and information requests to 
either the structured results repository 304 or the unstructured 
results repository 306 depending on which results repository 
304, 306 is most appropriate to fulfill the requests. For 
example, if the request comes through an API 312,314 for an 
application that typically relies on SQL and relational data 
bases, the request may be routed to the structured results 
repository 304. As another example, if the system 300 deter 
mines that a search of the unstructured results repository 306 
would be faster than a search of the structured results reposi 
tory 304 in a given context, the search may be performed on 
the unstructured results repository 306. 
0096. On the front end, system 300 may include one or 
more application servers 316 that provide the applications or 
functions that use the back-end system 302. Any number of 
laptops or desktops 318 and mobile devices 320 may also 
communicate with the back-end system 302 by way of appli 
cations. Those applications may be local applications that are 
compiled or interpreted, or web-based applications provided 
by the web/interface server 310 and/or the front-end applica 
tion server 316. 
0097. The components of system 300 may serve many 
different roles. For example, in a medical environment, the 
front-end application server 316 may be a computer or com 
puters attached to a medical device or diagnostic tool. Such as 
an MRI or ultrasound machine, and may send scans and other 
information into the results repositories 304,306 as described 
above. 

(0098. While the invention has been described with respect 
to certain embodiments, the embodiments are intended to be 
exemplary, rather than limiting. Modifications and changes 
may be made within the scope of the invention, which is 
defined by the appended claims. 
What is claimed is: 
1. A method for indexing and classifying related informa 

tion, comprising: 
using a computing system, measuring the similarity of or 

distance between a plurality of individual resources 
using a hybrid distance measurement; 

clustering the plurality of individual resources into a plu 
rality of clusters using the hybrid distance measurement; 
and 

storing the plurality of clusters in both a structured and an 
unstructured data repository on the computing system or 
another computing system. 

2. The method of claim 1, wherein the plurality of indi 
vidual resources are of different types. 

3. The method of claim 1, wherein said clustering com 
prises k-means or k-medoids clustering. 

4. The method of claim 1, wherein said clustering com 
prises hierarchical clustering. 
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5. The method of claim 1, wherein the structured data 
repository comprises a relational database. 

6. The method of claim 1, wherein at least some of the 
plurality of individual resources are of different types. 

7. The method of claim 1, further comprising: 
receiving a set of search terms at a search server via a 

communication network; and 
searching a defined set of locations for the set of search 

terms to locate the plurality of individual resources. 
8. The method of claim 1, wherein the hybrid distance 

measurement comprises a linearly weighted composite dis 
tance measurement based, at least in part, on cosine similar 
ity. 

9. A method for retrieving data, comprising: 
receiving a query at a first computing system; 
automatically directing the query to either a structured 

results repository or an unstructured results repository, 
the structured and unstructured results repositories 
being associated with the first computing system or 
other computing systems and containing essentially the 
same information clustered into one or more clusters to 
reflect relationships between data elements in the one or 
more clusters; 

searching the structured or the unstructured results reposi 
tories in accordance with said automatically directing; 
and 

returning a result set to the query including at least a por 
tion of the contents of at least one of the clusters. 

10. The method of claim 9, wherein said automatically 
directing the query comprises determining whether searching 
the structured results repository or searching the unstructured 
results repository would be faster in view of the query and a 
measure of available resources. 

11. The method of claim 9, wherein the structured results 
repository comprises a relational database. 

12. The method of claim 11, wherein the unstructured 
results repository comprises an unstructured database. 

13. The method of claim 9, further comprising re-cluster 
ing the data elements in the one or more clusters in both the 
structured and the unstructured results repositories to include 
the query. 

14. A system for information storage and retrieval, com 
prising: 

a search and information retrieval computing system, the 
search and retrieval computing system having associ 
ated with it an unstructured results repository and a 
structured results repository, the unstructured and struc 
tured results repositories essentially the same informa 
tion clustered into one or more clusters to reflect rela 
tionships between data elements in the one or more 
clusters; 

an information clustering and storage routine running on 
the search and information retrieval computing system 
that processes new data received at the search and infor 
mation retrieval computing system, the information 
clustering and storage routine determining a hybrid dis 
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tance measurement for the new data, clustering the new 
data into one or more clusters based on the hybrid dis 
tance measurement, and storing the one or more clusters 
in the structured and unstructured results repositories; 
and 

an information retrieval routine running on the searching 
and information retrieval computing system that pro 
cesses a query received at the search and information 
retrieval computing system, determine whether the 
query is best searched using the structured or the 
unstructured results repository, execute a search of 
either the structured or the unstructured results reposi 
tory based on the determination, and return results 
including at least a portion of the contents of at least one 
of the clusters. 

15. The system of claim 14, wherein the search and infor 
mation retrieval computing system is connected to a commu 
nications network. 

16. The system of claim 14, wherein the structured results 
repository comprises a relational database. 

17. The system of claim 14, wherein the unstructured 
results repository comprises an unstructured database. 

18. A method for indexing, searching, and retrieving infor 
mation, comprising: 

using a first computing system, measuring the similarity of 
or distance between a plurality of individual resources 
using a hybrid distance measurement; 

clustering the plurality of individual resources into a plu 
rality of clusters using the hybrid distance measurement; 

storing the plurality of clusters in both a structured and an 
unstructured data repository on the computing system or 
another computing system; 

receiving a query at the first computing system or a second 
computing system in communication with a first com 
puting System; 

automatically directing the query to either the structured 
repository or an unstructured repository; 

searching the structured or the unstructured repositories in 
accordance with said automatically directing; and 

returning a result set to the query including at least a por 
tion of the contents of at least one of the clusters. 

19. The method of claim 18, wherein the structured reposi 
tory comprises a relational database. 

20. The method of claim 18, wherein the unstructured 
repository comprises an unstructured database. 

21. The method of claim 18, wherein said automatically 
directing the query comprises determining whether searching 
the structured repository or searching the unstructured reposi 
tory would be faster in view of the query and a measure of 
available resources. 

22. The method of claim 18, wherein the hybrid distance 
measurement comprises a linearly weighted composite dis 
tance measurement based, at least in part, on cosine similar 


