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In an approach for integrating documents a processor 
extracts a first set of keywords from at least one structured 
document. A processor generates a first batch of keywords 
from the first set of keywords, wherein each keyword in the 
first batch of keywords includes a weight. A processor 
extracts a second set of keywords from at least one unstruc 
tured document. A processor compares the first batch of 
keywords to the second set of keywords. A processor deter 
mines that the at least one unstructured document matches, 
based on a predetermined threshold, the at least one struc 
tured document, based on the comparison of the first batch 
of keywords to the second set of keywords. A processor 
removes the at least one unstructured document from a list 
of unstructured documents which are to be processed. 
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SYSTEMAND A METHOD FOR 
ASSOCATING CONTEXTUAL 
STRUCTURED DATA WITH 

UNSTRUCTURED DOCUMENTS ON 
MAP-REDUCE 

BACKGROUND 

0001. The present invention relates generally to relation 
ships among unstructured documents and structured data 
stored on a Hadoop(R) distributed file system (HDFS), and in 
particular to identifying and associating relevant structured 
data with unstructured documents on MapReduce. 
0002 Hadoop R) distributed file system (HDFS) is an 
open-source Software framework for distributed storage and 
distributed processing of large data sets on computer clusters 
built from commodity hardware. HDFS is highly fault 
tolerant and is designed to be deployed on low-cost hard 
ware. HDFS provides high throughput access to application 
data and is Suitable for applications which have large data 
sets. HDFS consists of a storage part and a processing part 
(e.g., MapReduce). HDFS splits files into large blocks and 
distributes them amongst the nodes in the cluster. To process 
the data, MapReduce transfers packaged code for nodes to 
process in parallel, based on the data each node needs to 
process. 
0003. MapReduce is a programming model and an asso 
ciated implementation for processing large data sets with a 
parallel, distributed algorithm on a cluster. A MapReduce 
program is composed of a map procedure which processes 
the data stored on HDFS and generates intermediate data; 
and a reduce procedure which processes the intermediate 
data generated by map task. The MapReduce orchestrates 
the processing by marshalling the distributed servers, run 
ning the various tasks in parallel, managing the communi 
cations and data transfers between the various parts of the 
system, and providing for redundancy and fault tolerance. 
0004 Information content in an enterprise may be struc 
tured or unstructured. Examples of structured content 
include payroll information, Sales orders, invoices, customer 
profiles, etc. Unstructured content may include e-mails, 
reports, web pages, customer complaints, product informa 
tion, etc. Large Volumes of structured and unstructured 
contentarises in various real-life use cases, and it is a desired 
aspect in accordance with the present invention to utilize a 
MapReduce platform to analyze Such data. 
0005. The file system, HDFS, handles huge amounts of 
data, and generally accomplishes this by breaking the data 
down into fix-sized blocks and storing these blocks on 
clusters of commodity hardware. Multiple copies of data are 
stored for fault tolerance's sake and for providing maximal 
parallelization. 

SUMMARY 

0006 Aspects of an embodiment of the present invention 
disclose an approach for integrating documents. In one 
embodiment, a processor extracts a first set of keywords 
from at least one structured document. In one embodiment, 
a processor generates a first batch of keywords from the first 
set of keywords, wherein each keyword in the first batch of 
keywords includes a weight. In one embodiment, a proces 
Sor extracts a second set of keywords from at least one 
unstructured document. In one embodiment, a processor 
compares the first batch of keywords to the second set of 
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keywords. In one embodiment, a processor determines that 
the at least one unstructured document matches, based on a 
predetermined threshold, the at least one structured docu 
ment, based on the comparison of the first batch of keywords 
to the second set of keywords. In one embodiment, a 
processors removes the at least one unstructured document 
from a list of unstructured documents which are to be 
processed. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

0007 FIG. 1 depicts a block diagram depicting a com 
puting environment, in accordance with one embodiment of 
the present invention. 
0008 FIG. 2 depicts a flowchart of the operational step 
taken by an integration program to assess the structured data 
and create the keyword list, within the computing environ 
ment of FIG. 1, in accordance with an embodiment of the 
present invention. 
0009 FIG. 3 depicts a flowchart of the operational step 
taken by an integration program to assess the unstructured 
documents, within the computing environment of FIG. 1, in 
accordance with an embodiment of the present invention. 
0010 FIG. 4 depicts a flowchart of the operational step 
taken by an integration program to perform the relevant 
identification process, within the computing environment of 
FIG. 1, in accordance with an embodiment of the present 
invention. 
0011 FIG. 5 depicts a block diagram depicting the inter 
nal and external components of the cluster of FIG. 1, in 
accordance with one embodiment of the present invention. 

DETAILED DESCRIPTION 

0012. As will be appreciated by one skilled in the art, 
aspects of the present invention may be embodied as a 
system, method or computer program product. Accordingly, 
aspects of the present invention may take the form of an 
entirely hardware embodiment, an entirely software embodi 
ment (including firmware, resident Software, micro-code, 
etc.) or an embodiment combining software and hardware 
aspects may generally be referred to herein as a “circuit.” 
“module', or “system.” Furthermore, aspects of the present 
invention may take the form of a computer program product 
embodied in one or more computer readable medium(s) 
having computer readable program code/instructions 
embodied thereon. 
0013 Embodiments of the present invention discloses an 
approach for context oriented integration of unstructured 
documents with structured data on MapReduce/Hadoop(R) 
distributed file system. 
0014. The present invention will now be described in 
detail with reference to the Figures. 
0015 FIG. 1 depicts a block diagram of computing 
environment 100 in accordance with one embodiment of the 
present invention. FIG. 1 provides an illustration of one 
embodiment and does not imply any limitations regarding 
the computing environment in which different embodiments 
may be implemented. In the depicted embodiment, comput 
ing environment 100 includes, but is not limited to, network 
102 and cluster 104. Computing environment 100 may 
include additional computing devices, servers, computers, 
components, or additional devices not shown. It should be 
appreciated that FIG. 1 provides only an illustration of one 
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implementation and does not imply any limitations with 
regard to the environments in which different embodiments 
may be implemented. Many modifications to the depicted 
environment may be made. 
0016 Network 102 may be a local area network (LAN), 
a wide area network (WAN) such as the Internet, any 
combination thereof, or any combination of connections and 
protocols Support communications between cluster 104 in 
accordance with embodiments of the invention. Network 
102 may include wired, wireless, or fiber optic connections. 
0017 Cluster 104 may be a computational cluster, a 
management server, a web server, or additional electronic 
device or computing system capable of processing program 
instructions and receiving and sending data. In one embodi 
ment cluster 104 is a special type of computational cluster 
designed specifically for storing and analyzing large 
amounts of unstructured and structured data in a distributed 
computing environment. In other embodiments, cluster 104 
is a connection of computers which have a node set to 
perform a similar task. In some embodiments, cluster 104 
may be a laptop computer, tablet computer, netbook com 
puter, personal computer (PC), desktop computer, or any 
programmable electronic device capable of communicating 
with additional devices via network 102. In additional 
embodiments, cluster 104 may represent a server computing 
system utilizing multiple computers as a server system, Such 
as in a cloud computing environment. In other embodiments, 
cluster 104 represents a computing system utilizing clus 
tered computers and nodes to act as a single pool of seamless 
resources. In the depicted embodiment, cluster 104 includes 
integration program 114, structured data 110, and unstruc 
tured document 112. In additional embodiments, cluster 104 
may include additional programs, storage devices, or com 
ponents not shown. 
0.018 Structured data 110 is a document which has a 
structured format. Structured data 110 resides in a fixed field 
within the document. The context for structured data 110 
comprises a set of attributes and the corresponding values. 
This information may be distributed across a set of tables. 
Structured data 110 may also be a document where some 
method of embedded coding, Such as mark-up, is used to 
give the whole, and parts, of the document various structural 
meanings according to a schema. A structured document is 
a document whose mark-up doesn't break the schema and is 
designed to conform to and which obeys the syntax rules of 
its mark-up language. This includes defining what fields of 
data are stored and how the data is stored, for example, data 
type (e.g., numeric, currency, alphabetic, name, date, 
address) and any restrictions on the data input (e.g., amount 
of characters; restricted to certain terms such as Mr., Ms. or 
Dr. Mor F). Examples of structured data may be, but is not 
limited to, payroll, sales orders, invoices, or customer pro 
files. Structured data 110 is stored on a HDFS platform. In 
the depicted embodiment, structured data 110 is located on 
cluster 104. In additional embodiments structured data 110 
may be located on additional servers, computing devices, or 
computers, provided structured data 110 is accessible to 
integration program 114. 
0019. Unstructured document 112 is a document which 
either does not have a pre-defined data model or is not 
organized in a predefined manner. An unstructured docu 
ment is a document where the information within the 
document does not conform to a method of embedded 
coding, or the information does not reside in a traditional 
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row column structure. Examples of unstructured document 
112 include e-mail messages, word processing documents, 
sales complaints, webpages, and many additional kinds of 
documents. Unstructured document 112 is also stored on a 
HDFS platform. In the depicted embodiment, unstructured 
document 112 is located on cluster 104. In additional 
embodiments, unstructured document 112 may be located on 
additional servers, computing devices, or computers, pro 
vided unstructured document 112 is accessible to integration 
program 114. 

0020 Integration program 114 controls the content inte 
gration of structured data 110 and unstructured document 
112 in a HDFS. Integration program 114 converting struc 
tured data into a set of words, organizing the set of words on 
HDFS, identifying the keywords and generating the key 
words weights which signify the keywords importance. In 
other embodiments, integration program 114 performs this 
process simultaneously on a plurality of unstructured docu 
ments (e.g., unstructured document 112) and structured data 
(e.g., structured data 110). In the depicted embodiment, 
integration program 114 resides on cluster 104. In the 
depicted embodiment, integration program 114 resides on 
cluster 104. In other embodiments, integration program 114 
can reside on cluster 104, other servers, or computing 
devices, provided integration program 114 can access struc 
tured data 110, unstructured document 112. 

0021 Structured data function 116, a function of integra 
tion program 114, controls the modification and alteration to 
the data within structured data 110. The modifications and 
alterations to structured data 110 can include, for example 
reorganizing the data, relocating the data, placing the data in 
a tabular form, or other forms of modification to structured 
data 110, to enhance accessibility by integration program 
114. Structured data function 116 receives structured data 
110 and converts structured data 110 to a tabular format. 
Specifically structured data function 116 pulls structured 
data 110 information which is distributed across a set of 
tables and constructs a set of keywords for each structured 
data 110. This set of keywords constitutes the context of 
structured data 110. Thus for each data set, a set of keywords 
is constructed. Structured data function 116 then organizes 
this list of sets on a HDFS. The organization is completed in 
a manner so relevant identification function 120 is able to 
quickly process the set of keywords. In one embodiment, the 
structured data is organized on HDFS in such a way so that 
structured data 110 containing a particular keyword can be 
extracted quickly. 
0022 Structured data function 116 also generates key 
word lists. The parameters which determines if a word or 
phrase is a keyword may be set by, for example, integration 
program 114, a third party, or another program. The words 
in the list of keywords are given a priority or weight to 
determine a hierarchy within the list of keywords. A key 
word weight signifies the number of structured data 110 
which contain the keyword in a certain context. In other 
words, the weights relate to how common the word is within 
structured data-set. This information facilitates the search 
process. The larger the keyword weight, the lesser the 
amount of data which contain the keyword in their context. 
These weights are constructed by structured data function 
116 with the relevant parameters (i.e., the actual mathemati 
cal details being used to construct these weights) being 
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provided by the administrative user. In the depicted embodi 
ment, structured data function 116 is a MapReduce script 
which runs on cluster 104. 

0023. Unstructured document function 118 controls the 
modification of the data within unstructured document 112. 
Unstructured document function 118 receives an unstruc 
tured document 112, parses it, and finds the keywords which 
are represented as a set. Unstructured document function 
118 then organizes these sets of keywords on a HDFS. This 
organization is done in Such a way so that it helps in quick 
processing by relevant identification function 120. In one 
embodiment, this data is organized on a HDFS in such a way 
so that unstructured documents containing a particular key 
word as the highest weighted keyword can be extracted 
quickly. In the depicted embodiment, structured data func 
tion 116 is a MapReduce script which runs on cluster 104. 
0024 Relevant identification function 120 prioritizes and 
reprioritizes keyword lists. Relevant identification function 
120 examines unstructured document 112 for keywords. In 
one embodiment, relevant identification function 120 exam 
ines unstructured document 112 for the keywords. In addi 
tional embodiments, relevant identification function 120 
examines unstructured document 112 for one or a set of the 
keywords at a time. Relevant identification function 120 
calculates a similarity score for unstructured document 112. 
The similarity score relates to the occurrence of keyword or 
keywords in unstructured document 112. Relevant identifi 
cation function 120 also calculates a residual value for 
unstructured document 112. The residual value for unstruc 
tured document 112 relates to the sum of the weights of 
unprocessed keywords. The resolving of unstructured docu 
ment 112 is calculated by comparing the similarity score and 
the residual value. In the depicted embodiment, relevant 
identification function 120 is part of integration program 
114. In additional embodiments, relevant identification func 
tion 120 may standalone as a program located on cluster 104 
or any additional computing device, provided relevant iden 
tification function 120 is accessible to integration program 
114, structured data 110, and unstructured document 112. 
0025. In one embodiment, relevant identification func 
tion 120 is given two lists, one list is set A and one list is set 
B, relevant identification function 120 finds for each set data 
which is more relevant to both sets. The similarity score 
between two sets A and B is the sum of the weight of 
keywords common in sets A and B. A similarity join of two 
lists of sets A and B, finds pairs of the sets so that the 
similarity score of set A and B is greater than a predeter 
mined threshold. The keywords generated are used to opti 
mize the processing by relevant identification function 120. 
If the similarity score is greater than the residual weight, this 
is an indication a keyword selected from structured data 110 
is more relevant to unstructured document 112. 
0026 FIG. 2 depicts a flowchart of the operational step 
taken by structured data function 116, a function of integra 
tion program 114, to access the structured data and create the 
keyword list, within computing environment 100 of FIG. 1, 
in accordance with an embodiment of the present invention. 
Flowchart 200 depicts the processing of structured data 110 
and the generation of the keyword list. It should be appre 
ciated FIG. 2 provides only an illustration of one implemen 
tation and does not imply any limitations with regard to the 
environments in which different embodiments may be 
implemented. Many modifications to the depicted environ 
ment may be made. 
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0027. In step 202, structured data function 116 generates 
a list of keywords using context information from structured 
data. Structured data function 116 retrieves context infor 
mation of structured data 110 which may be distributed 
across a set of tables and converts this context information 
in a set of keywords. In some embodiments, this process is 
repeated for a quantity of structured data 110 involved. The 
extracted data may be, for example, customer, Store, prod 
uct, manufacture, name, address, age, gender, account num 
ber etc. Structured data function 116 generates data which is 
used to generate a set of keywords, wherein the set of 
keywords are used to guide the processing by relevant 
identification function 120 computation. Structured data 
function 116 uses the tabular form of structured data 110 to 
generate a list of keywords. In some embodiments, integra 
tion program 114, or a third party, sets a predetermined 
threshold value for the amount of keywords extracted or 
may provide information how to identify keywords or avoid 
non-information words (e.g., pro-nouns). 
0028. In step 204, structured data function 116 calculates 
the weight of each entry in the keyword list. Structured data 
function 116 gives a value to each entry in the keyword list. 
The weights represent how frequently the word occurs in the 
context of structured data 110. Larger the weight, lesser the 
number of data in whose context it occurs in. The exact 
mathematical details to compute the weight are provided by 
integration program 114 or a third party. 
0029. In step 206, structured data function 116 organize 
keyword list. Structured data function 116 organizes the 
keyword list to allow for more efficient processing in the 
future. In one embodiment, keywords from the keyword list 
are organized in decreasing or increase order based on 
weight. In another embodiment, structured data function 116 
groups the keywords based on weight to create keyword 
sets, which can be organized in decreasing order of weights. 
In one embodiment, structured data function 116 may orga 
nize the keywords based on, for example, weight, topic, and 
Subject. The keywords can be organized in a database 
management system (DBMS) or in an HBase R. 
0030 FIG. 3 depicts a flowchart of the operational step 
taken by unstructured document function 118, a function of 
integration program 114, to assess the unstructured docu 
ments (e.g., unstructured document 112), within computing 
environment 100 of FIG. 1, in accordance with an embodi 
ment of the present invention. Flowchart 300 depicts the 
conversion of the unstructured documents into a list of sets 
of keywords. It should be appreciated FIG. 3 provides only 
an illustration of one implementation and does not imply any 
limitations with regard to the environments in which differ 
ent embodiments may be implemented. Many modifications 
to the depicted environment may be made. 
0031. In step 302, unstructured document function 118 
parses each unstructured document and extracts a set of 
keywords. In one embodiment, unstructured document func 
tion 118 uses natural language processing to parse the set of 
keywords out of unstructured document 112, wherein the set 
of keywords extracted are based on the set of keywords 
generated by structured data function 116. In another 
embodiment, unstructured document function 118 uses a 
form of text analytics to extract the set of keywords out of 
unstructured document 112, wherein the set of keywords 
extracted are based on the set of keywords generated by 
structured data function 116. In other embodiments, the set 
of keywords which unstructured document function 118 
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parses from each unstructured document 112 may be based 
on a different set of requirements which are not affected by 
the set of keywords generated by structured data function 
116. The set of keywords generated by structured data 
function 116 can be used for this process. The extracted data 
may be, for example, customer, Store, product, manufacture, 
name, address, age, gender, account number, or additional 
information which is in an unstructured document 112. 
0032. In step 304, unstructured document function 118 
organizes the converted data. The data is organized to assist 
relevant identification function 120 in future calculations. 
Unstructured document function 118 organizes the con 
verted data by, for example, the associated weight of the 
data, the converted data's relevance to a predetermined set 
of topics, the converted data's similarity to the keywords 
created from structured data 110 categorically, chronologi 
cally, or other methods of organizing data. In one embodi 
ment, unstructured document function 118 stores the orga 
nized data in a storage repository. In one embodiment, 
unstructured document function 118 organizes the convert 
data on a HDFS. 
0033 FIG. 4 depicts a flowchart of the operational step 
taken by relevant identification function 120, a function of 
integration program 114, to perform the relevant identifica 
tion process, within computing environment 100 of FIG. 1, 
in accordance with an embodiment of the present invention. 
Flowchart 400 depicts the relevant identification process. It 
should be appreciated FIG. 4 provides only an illustration of 
one implementation and does not imply any limitations with 
regard to the environments in which different embodiments 
may be implemented. Many modifications to the depicted 
environment may be made. 
0034. In step 402, relevant identification function 120 
prioritizes the keywords. Relevant identification function 
120 uses the weighted keyword list created by unstructured 
document function 118 to prioritize the list of keywords. In 
one embodiment, the keyword with a predetermined weight 
is selected first, wherein the predetermined weight, may be, 
for example, the largest or the Smallest weight. In one 
embodiment, relevant identification function 120 prioritizes 
the keywords in a set of batches. There can be a plurality of 
groups each containing a number of keywords. In one 
embodiment, relevant identification function 120 processes 
the keywords one by one. In another embodiment, relevant 
identification function 120 uses the keyword batched in 
sequential order based on the weights of the keywords in 
each batch. 

0035. In step 404, relevant identification function 120 
selects a set of unprocessed keywords to process and marks 
these keywords as processed. In one embodiment, relevant 
identification selects the set of keywords based on the 
relevance of the keywords. In another embodiment, the 
keywords are assigned a score related to the relevancy of 
each keyword, and relevant identification function 120 
selects a predetermined number of these keywords starting 
with the keywords which are assigned the highest score. In 
yet another embodiment, relevant identification function 120 
selects the set of unprocessed keywords at random. 
0036. In step 406, relevant identification function 120 
retrieves unstructured documents and structured data which 
contain the selected keywords. In one embodiment, relevant 
identification function 120 retrieves structured data which 
contains the selected keywords in their context. Relevant 
identification function 120 using the selected keywords and 
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processes the data of unstructured document 112 to detect 
which of the keywords are referenced or present in the data 
of unstructured document 112. In one embodiment, relevant 
identification function 120 processes each keyword indi 
vidually. In other embodiments, relevant identification func 
tion 120 processes a group of keywords at a time in a batch. 
The processing searches the data from unstructured docu 
ment 112 to locate relevant data. In one embodiment, 
relevant identification function 120 performs the processing 
on several unstructured documents simultaneously. In 
another embodiment, unstructured documents and struc 
tured data is organized on an HDFS so that the retrieval 
process is carried out more efficiently. 
0037. In step 408, relevant identification function 120 
calculates the similarity score between the unstructured 
document and structured data. The similarity score is the 
Sum of the weights of the common keywords in unstructured 
document 112 and structured data 110. In other embodi 
ments, the similarity score is calculated based on other 
factors as well as the value of the keywords in the batch 
which is used in step 302 to process unstructured document 
112. Examples of these factors if the keyword is referenced 
in just unstructured document 112, or if the keyword is 
present within unstructured document 112. In some embodi 
ments, relevant identification function 120 performs the 
calculation on a plurality of unstructured documents simul 
taneously. In one embodiment, relevant identification func 
tion 120 also initializes three counters for unstructured 
document 112, these counters are data score, counter score, 
and residual score. One data counter maintains structured 
data 110 which is involved in the process. The counter score 
maintains the corresponding similarity score between 
unstructured document 112 and structured data 110. The 
residual score counter maintains the Sum of keywords in 
unstructured document 112 which are not processed. 
0038. In step 410, relevant identification function 120 
updates the scores related to unstructured documents and 
structured data. In one embodiment, if relevant identification 
function 120 locates a structured data 110 and unstructured 
document 112 whose similarity score is greater than the data 
score, the counter score and residual score are updated. The 
counter residual score is updated by reducing the sum of the 
weights of keywords which relevant identification function 
120 selects and are present in unstructured document 112. 
The scores which are updated may be, for example, previous 
similarity scores between structured data 110 and unstruc 
tured document 112 or residual values. The residual value is 
the sum of the values of the keywords from the batch which 
relevant identification function 120 does not process. These 
unprocessed keywords are keywords which are not present 
in unstructured document 112 or are not referenced in 
unstructured document 112. In some embodiments, relevant 
identification function 120 calculates the residual value from 
the remainder of the keyword values in the current batch and 
the other batches of keywords. 
0039. In step 412, relevant identification function 120 
identifies unstructured documents for which the similarity 
score is greater than the residual value. Relevant identifica 
tion function 120 searches the unstructured documents 
which have been analyzed and selects the quantity of 
unstructured documents which have a similarity Score which 
is greater than that of the associated residual value. In some 
embodiments, relevant identification function 120 selects 
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the unstructured documents which have a similarity score 
which is greater than or equal to the residual value. 
0040. In step 414, relevant identification function 120 
removes selected unstructured document from the list of 
unstructured documents. Relevant identification function 
120 removes unstructured document 112 from the list of 
unstructured documents which have not be processed. If 
unstructured document 112 has a similarity Score which is 
greater than the residual value, unstructured document 112 
is resolved. This means unstructured document 112 has the 
relevant information located and is useable with the infor 
mation from structured data 110. In some embodiments, 
relevant identification function 120 removes the unstruc 
tured document from the current list and places unstructured 
document 112 in another list. The list is a group of unstruc 
tured documents which are to be processed by relevant 
identification function 120. 

0041. In decision 416, relevant identification function 
120 determines if the selected unstructured documents have 
been removed. Relevant identification function 120 pro 
cesses the list of unstructured documents and the list 
selected keywords to determine if a quantity of the selected 
unstructured documents have been removed because the 
similarity score is greater than the residual value, or relevant 
identification function 120 determines if structured data 110 
in the list of selected keywords has been processed. In one 
embodiment, relevant identification function 120 determines 
the selected unstructured documents have been removed 
when the selected set of keywords have been processed. This 
determination is made because if the selected set of key 
words have been processed then the unstructured documents 
which are involved would have been removed because of the 
presence of the keywords in the unstructured documents. In 
one embodiment, relevant identification function 120 deter 
mines if both the selected unstructured documents have been 
removed and the selected set of keywords have been pro 
cessed. In other embodiments, relevant identification func 
tion 120 determines if majority of the selected set of 
keywords have been processed up to a predetermined num 
ber of keywords. In another embodiment, relevant identifi 
cation function 120 determines if a majority of the selected 
unstructured documents have been removed up to a prede 
termined value of the set of unstructured documents. If 
relevant identification function 120 determines the selected 
unstructured documents have been removed or the set of 
keywords has been processed (decision 418, yes branch), 
relevant identification function 120 finishes the operation. If 
relevant identification function 120 determines the selected 
unstructured documents have not been removed, or the set of 
keywords has not been processed (decision 418, no branch, 
proceed to step 404), relevant identification function 120 
selects a set of unprocessed keywords to process and marks 
the keywords as processed and proceeds to step 406. 
0042. In one embodiment, if the similarity score is not 
greater than the residual value, relevant identification func 
tion 120 reprioritizes the keywords in the current batch of 
keywords. This can involve, for example, removing certain 
keywords, adding new keywords, altering the value associ 
ated with the keyword or keywords, combining the batch of 
keywords with other batches of keywords, or altering other 
aspects of the current batch of keywords to potentially 
produce a similarity Score which is greater than the residual 
value. In some embodiments, relevant identification func 
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tion 120 does not reprioritize the keyword list. In other 
embodiments, the keyword list is modified by integration 
program 114 or a third party. 
0043 FIG. 5 depicts a block diagram depicting the inter 
nal and external components of the server of FIG. 1, in 
accordance with one embodiment of the present invention. 
It should be appreciated FIG. 5 provides only an illustration 
of one implementation and does not imply any limitations 
with regard to the environments in which different embodi 
ments may be implemented. Many modifications to the 
depicted environment may be made. 
0044 Cluster 104 includes communications fabric 502, 
which provides communications between computer proces 
sor(s) 504, memory 506, persistent storage 508, communi 
cations unit 510, and input/output (I/O) interface(s) 512. 
Communications fabric 502 may be implemented with any 
architecture designed for passing data and/or control infor 
mation between processors (such as microprocessors, com 
munications and network processors, etc.), system memory, 
peripheral devices, and any additional hardware components 
within a system. For example, communications fabric 502 
may be implemented with one or more buses. 
0045 Memory 506 and persistent storage 508 are com 
puter-readable storage media. In one embodiment, memory 
506 includes random access memory (RAM) and cache 
memory 514. In general, memory 506 may include any 
Suitable volatile or non-volatile computer-readable storage 
media. 

0046 Memory 506 is stored for execution by one or more 
of the respective computer processors 504 of cluster 104 via 
one or more memories of memory 506 of cluster 104. In the 
depicted embodiment, persistent storage 508 includes a 
magnetic hard disk drive. Alternatively, or in addition to a 
magnetic hard disk drive, persistent storage 508 may include 
a solid state hard drive, a semiconductor storage device, 
read-only memory (ROM), erasable programmable read 
only memory (EPROM), flash memory, or any additional 
computer-readable storage media which is capable of storing 
program instructions or digital information. 
0047. The media used by persistent storage 508 may also 
be removable. For example, a removable hard drive may be 
used for persistent storage 508. Additional examples include 
optical and magnetic disks, thumb drives, and Smart cards 
which are inserted into a drive for transfer onto another 
computer-readable storage medium which is also part of 
persistent storage 508. 
0048 Communications unit 510, in the examples, pro 
vides for communications with additional data processing 
systems or devices, including cluster 104. In the examples, 
communications unit 510 includes one or more network 
interface cards. Communications unit 510 may provide 
communications through the use of either or both physical 
and wireless communications links. 
0049 I/O interface(s) 512 allows for input and output of 
data with additional devices which may be connected to 
cluster 104. For example, I/O interface 512 may provide a 
connection to external devices 516 such as a keyboard, 
keypad, camera, a touch screen, and/or some additional 
suitable input device. External devices 516 may also include 
portable computer-readable storage media Such as, for 
example, thumb drives, portable optical or magnetic disks, 
and memory cards. Software and data used to practice 
embodiments of the present invention, e.g., integration pro 
gram 114 may be stored on Such portable computer-readable 
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storage media and may be loaded onto persistent storage 508 
of cluster 104 via I/O interface(s) 512 of cluster 104. 
Software and data used to practice embodiments of the 
present invention, e.g., integration program 114 may be 
stored on Such portable computer-readable storage media 
and may be loaded onto persistent storage 508 of cluster 104 
via I/O interface(s) 512 of cluster 104. I/O interface(s) 512 
also connect to a display 518. 
0050 Display 518 provides a mechanism to display data 
to a user and may be, for example, a computer monitor. 
0051. The present invention may be a system, a method, 
and/or a computer program product. The computer program 
product may include a computer readable storage medium 
(or media) having computer readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention. 
0052. The computer readable storage medium may be a 
tangible device which may retain and store instructions for 
use by an instruction execution device. The computer read 
able storage medium may be, for example, but is not limited 
to, an electronic storage device, a magnetic storage device, 
an optical storage device, an electromagnetic storage device, 
a semiconductor storage device, or any Suitable combination 
of the foregoing. A non-exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following: a portable computer diskette, a hard disk, a 
random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
(EPROM or Flash memory), a static random access memory 
(SRAM), a portable compact disc read-only memory (CD 
ROM), a digital versatile disk (DVD), a memory stick, a 
floppy disk, a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon, and any suitable combination of the fore 
going. A computer readable storage medium, as used herein, 
is not to be construed as being transitory signals perse. Such 
as radio waves or additional freely propagating electromag 
netic waves, electromagnetic waves propagating through a 
waveguide or additional transmission media (e.g., light 
pulses passing through a fiber-optic cable), or electrical 
signals transmitted through a wire. 
0053 Computer readable program instructions described 
herein may be downloaded to respective computing/process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work, for example, the Internet, a local area network, a wide 
area network and/or a wireless network. The network may 
include copper transmission cables, optical transmission 
fibers, wireless transmission, routers, firewalls, Switches, 
gateway computers and/or edge servers. A network adapter 
card or network interface in each computing/processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing/processing 
device. 
0054 Computer readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions, instruction-set-architecture (ISA) instructions, 
machine instructions, machine dependent instructions, 
microcode, firmware instructions, state-setting data, or 
either source code or object code written in any combination 
of one or more programming languages, including an object 
oriented programming language Such as Smalltalk, C++ or 
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the like, and conventional procedural programming lan 
guages, such as the “C” programming language or similar 
programming languages. The computer readable program 
instructions may execute entirely on the users computer, 
partly on the user's computer, as a stand-alone software 
package, partly on the user's computer and partly on a 
remote computer or entirely on the remote computer or 
server. In the latter scenario, the remote computer may be 
connected to the user's computer through any type of 
network, including a local area network (LAN) or a wide 
area network (WAN), or the connection may be made to an 
external computer (for example, through the Internet using 
an Internet Service Provider). In some embodiments, elec 
tronic circuitry including, for example, programmable logic 
circuitry, field-programmable gate arrays (FPGA), or pro 
grammable logic arrays (PLA) may execute the computer 
readable program instructions by utilizing state information 
of the computer readable program instructions to personalize 
the electronic circuitry, to perform aspects of the present 
invention. 
0055 Aspects of the present invention are described 
herein with reference to flowchart illustrations and/or block 
diagrams of methods, apparatus (systems), and computer 
program products according to embodiments of the inven 
tion. It will be understood that each block of the flowchart 
illustrations and/or block diagrams, and combinations of 
blocks in the flowchart illustrations and/or block diagrams, 
may be implemented by computer readable program instruc 
tions. 

0056. These computer readable program instructions may 
be provided to a processor of a general purpose computer, 
special purpose computer, or additional programmable data 
processing apparatus to produce a machine, such that the 
instructions, which execute via the processor of the com 
puter or additional programmable data processing apparatus, 
create means for implementing the functions/acts specified 
in the flowchart and/or block diagram block or blocks. These 
computer readable program instructions may also be stored 
in a computer readable storage medium which may direct a 
computer, a programmable data processing apparatus, and/ 
or additional devices to function in a particular manner. Such 
that the computer readable storage medium having instruc 
tions stored therein includes an article of manufacture 
including instructions which implement aspects of the func 
tion/act specified in the flowchart and/or block diagram 
block or blocks. 
0057 The computer readable program instructions may 
also be loaded onto a computer, additional programmable 
data processing apparatus, or additional device to cause a 
series of operational steps to be performed on the computer, 
additional programmable apparatus or additional device to 
produce a computer implemented process. Such that the 
instructions which execute on the computer, additional pro 
grammable apparatus, or additional device implement the 
functions/acts specified in the flowchart and/or block dia 
gram block or blocks. 
0058. The flowchart and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of 
possible implementations of systems, methods, and com 
puter program products according to various embodiments 
of the present invention. In this regard, each block in the 
flowchart or block diagrams may represent a module, seg 
ment, or portion of instructions, which comprises one or 
more executable instructions for implementing the specified 
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logical function(s). In some alternative implementations, the 
functions noted in the block may occur out of the order noted 
in the figures. For example, two blocks shown in Succession 
may, in fact, be executed Substantially concurrently, or the 
blocks may sometimes be executed in the reverse order, 
depending upon the functionality involved. It will also be 
noted that each block of the block diagrams and/or flowchart 
illustration, and combinations of blocks in the block dia 
grams and/or flowchart illustration, may be implemented by 
special purpose hardware-based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions. 
What is claimed is: 
1-7. (canceled) 
8. A computer program product for integrating docu 

ments, the computer program product comprising: 
one or more computer readable storage media and pro 
gram instructions stored on the one or more computer 
readable storage media, the program instructions com 
prising: 

program instructions to extract a first set of keywords 
from at least one structured document; 

program instructions to generate a first batch of keywords 
from the first set of keywords, wherein each keyword 
in the first batch of keywords includes a weight; 

program instructions to extract a second set of keywords 
from at least one unstructured document; 

program instructions to compare the first batch of key 
words to the second set of keywords: 

program instructions to determine that the at least one 
unstructured document matches, based on a predeter 
mined threshold, the at least one structured document, 
based on the comparison of the first batch of keywords 
to the second set of keywords; and 

program instructions to remove the at least one unstruc 
tured document from a list of unstructured documents 
which are to be processed. 

9. The computer program product of claim 8, wherein the 
weight of each keyword in the first batch of keywords 
indicates a frequency of appearance in the at least one 
structured document. 

10. The computer program product of claim 8, wherein 
program instructions to generate the first batch of keywords 
from the first set of keywords further comprise: 

program instructions to prioritize the first batch of key 
words based on the weight of each keyword in the first 
batch of keywords. 

11. The computer program product of claim 10, wherein 
program instructions to compare the first batch of keywords 
to the second set of keywords comprise: 

program instructions to compare the first batch of key 
words to the second set of keywords based on the 
weight associated with each keyword in the first batch 
of keywords. 

12. The computer program product of claim 8, wherein 
program instructions to extract the second set of keywords 
from at least one unstructured document comprise: 

program instructions to extract the second set of keywords 
from the at least one unstructured document based on 
a presence of at least one keyword of the first batch of 
keywords in the at least one unstructured document. 

13. The computer program product of claim 8, further 
comprising: 

Mar. 2, 2017 

program instructions, stored on the one or more computer 
readable storage media, to process the list of unstruc 
tured documents until a minimum number of keywords 
from the first set of keywords have been processed. 

14. The computer program product of claim 8, further 
comprising: 

program instructions, stored on the one or more computer 
readable storage media, to determine that a minimum 
number of the at least one unstructured document from 
the list of unstructured documents have not been 
removed; 

program instructions, stored on the one or more computer 
readable storage media, to generate a second batch of 
keywords from the first set of keywords, wherein each 
keyword in the second batch of keywords includes a 
weight; 

program instructions, stored on the one or more computer 
readable storage media, to extract a third set of key 
words from at least one unstructured document; 

program instructions, stored on the one or more computer 
readable storage media, to compare the third batch of 
keywords to the third set of keywords; and 

program instructions, stored on the one or more computer 
readable storage media, to determine that the at least 
one unstructured document matches, based on a pre 
determined threshold, the at least one structured docu 
ment, based on the comparison of the second batch of 
keywords to the third set of keywords. 

15. A computer system for integrating documents, the 
computer system comprising: 

one or more computer processors, one or more computer 
readable storage media, and program instructions 
stored on the one or more computer readable storage 
media for execution by, at least one of the one or more 
processors, the program instructions comprising: 

program instructions to extract a first set of keywords 
from at least one structured document; 

program instructions to generate a first batch of keywords 
from the first set of keywords, wherein each keyword 
in the first batch of keywords includes a weight; 

program instructions to extract a second set of keywords 
from at least one unstructured document; 

program instructions to compare the first batch of key 
words to the second set of keywords: 

program instructions to determine that the at least one 
unstructured document matches, based on a predeter 
mined threshold, the at least one structured document, 
based on the comparison of the first batch of keywords 
to the second set of keywords; and 

program instructions to remove the at least one unstruc 
tured document from a list of unstructured documents 
which are to be processed. 

16. The computer system product of claim 15, wherein the 
weight of each keyword in the first batch of keywords 
indicates a frequency of appearance in the at least one 
structured document. 

17. The computer system of claim 15, wherein program 
instructions to generate the first batch of keywords from the 
first set of keywords further comprise: 

program instructions to prioritize the first batch of key 
words based on the weight of each keyword in the first 
batch of keywords. 
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18. The computer system of claim 17, wherein program 
instructions to compare the first batch of keywords to the 
second set of keywords comprise: 

program instructions to compare the first batch of key 
words to the second set of keywords based on the 
weight associated with each keyword in the first batch 
of keywords. 

19. The computer system of claim 15, wherein program 
instructions to extract the second set of keywords from at 
least one unstructured document comprise: 

program instructions to extract the second set of keywords 
from the at least one unstructured document based on 
a presence of at least one keyword of the first batch of 
keywords in the at least one unstructured document. 

20. The computer system of claim 15, further comprising: 
program instructions, stored on the computer readable 

storage media for execution by at least one of the one 
or more processors, to process the list of unstructured 
documents until a minimum number of keywords from 
the first set of keywords have been processed. 

k k k k k 
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