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SYSTEMS AND METHODS FOR least one processing device may be programmed to access , 
MODEL - ASSISTED COHORT SELECTION via the data interface , a database from which feature vectors 

associated with an individual from among a population of 
CROSS REFERENCE TO RELATED individuals can be derived ; derive , for the individual , one or 

APPLICATION 5 more feature vectors from the database ; provide the one or 
more feature vectors to a model ; receive an output from the 

This application claims the benefit of priority of U . S . model ; and determine whether the individual from among 
Provisional Application No . 62 / 484 , 984 , filed on Apr . 13 , the population of individuals is a candidate for the cohort 
2017 . The entire contents of the foregoing application are based on the output received from the model . 

10 incorporated herein by reference in their entirely . In an embodiment , a method selects a cohort from among 
a population of individuals . The method includes accessing , BACKGROUND via a data interface , a database from which feature vectors 
associated with an individual from among a population of Technical Field individuals can be derived ; deriving , for the individual , one 
or more feature vectors from the database ; providing the one The present disclosure relates to the selection of cohorts 

and , more specifically , to the use of one or more models to or more feature vectors to a model ; receiving an output from 
automatically select cohorts . the model ; and determining whether the individual from 

among the population of individuals is a candidate for the 
Background Information 20 cohort based on the output received from the model . 

Consistent with other disclosed embodiments , non - tran 
Selection of cohorts can be time consuming and expen - sitory computer readable storage media may store program 

sive . In some instances , cohorts in the medical area may be instructions , which are executed by at least one processing 
assembled by reviewing , through a process known as device and perform any of the methods described herein . 
abstraction , the medical files and records associated with 25 
various patients ( e . g . , medical records ) to determine which BRIEF DESCRIPTION OF THE DRAWINGS 
of the patients is a viable candidate for a particular cohort . 
Developing a cohort with a meaningful number of individu - The accompanying drawings , which are incorporated in 
als , however , may require review of medical records asso - and constitute part of this specification , and together with the 
ciated with hundreds or thousands ( or more ) of patients , 30 description , illustrate and serve to explain the principles of 
where each patient ' s history may include hundreds or thou - various exemplary embodiments . In the drawings : 
sands of pages of clinic notes , radiology reports , pathology FIG . 1 is a block diagram illustrating a two - step cohort 
reports , doctor or nurse observations , structured and unstruc - selection filter consistent with the present disclosure . 
tured data , and any other type of information that may be F IG . 2A is a block diagram illustrating a framework for a 
included in a patient ' s medical record ( e . g . , an electronic 35 cohort selection model consistent with the present disclo 
medical record ( EMR ) or other available data sources ( e . g . , sure . 
claims data , patient - reported data ) ) . Not only can such an FIG . 2B is a block diagram illustrating a machine learning 
abstraction process require significant amounts of time , but implementation of the framework of FIG . 2A . 
currently , it also often requires highly trained individuals FIG . 3A is a block diagram illustrating an example 
capable of identifying in a patient ' s medical history those 40 technique for constructing a model from search terms con 
characteristics that may justify placement of an individual sistent with the present disclosure . 
into a certain cohort . Thus , there is a need to not only reduce FIG . 3B is a block diagram illustrating an example of 
the time required for cohort selection , but also to reduce the natural language processing on unstructured text consistent 
costs associated with cohort selection by reducing the reli - with the present disclosure . 
ance on manual abstraction . 45 FIG . 4 is a block diagram illustrating an exemplary 

system environment for implementing embodiments consis 
SUMMARY tent with the present disclosure . 

FIG . 5 is a flowchart illustrating an exemplary method for 
Embodiments consistent with the present disclosure selecting a cohort from among a population of individuals 

include systems and methods for selecting a cohort with the 50 consistent with the present disclosure . 
assistance of one or more models . Embodiments of the 
present disclosure may overcome one or more aspects of DETAILED DESCRIPTION 
existing techniques for cohort selection by providing rule 
based , automated techniques for cohort selection . For The following detailed description refers to the accom 
example , the rules may comprise explicit rules that relate 55 panying drawings . Wherever possible , the same reference 
features of a patient record to a probability of viability for a numbers are used in the drawings and the following descrip 
particular cohort or may comprise a portion of a machine tion to refer to the same or similar parts . While several 
learning model that transforms the features into the prob - illustrative embodiments are described herein , modifica 
ability . The use of rules in accordance with embodiments of tions , adaptations and other implementations are possible . 
the present disclosure thus allows for faster and more 60 For example , substitutions , additions or modifications may 
efficient selection of candidates for a cohort than using be made to the components illustrated in the drawings , and 
extant techniques . In addition , the use of rules in accordance the illustrative methods described herein may be modified 
with embodiments of the present disclosure may be more by substituting , reordering , removing , or adding steps to the 
accurate than extant techniques . disclosed methods . Accordingly , the following detailed 

In one embodiment , a model - assisted selection system for 65 description is not limited to the disclosed embodiments and 
identifying candidates for placement into a cohort includes examples . Instead , the proper scope is defined by the 
a data interface and at least one processing device . The at appended claims . 
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Embodiments herein include computer - implemented include text associated with the documents derived from an 
methods , tangible non - transitory computer - readable medi - optical character recognition process . 
ums , and systems . The computer - implemented methods may As further depicted in FIG . 1 , patients 110 are initially 
be executed , for example , by at least one processor ( e . g . , a sorted by model 120 . For example , model 120 may comprise 
processing device ) that receives instructions from a non - 5 one or more rules that identify characteristics of patients 110 
transitory computer - readable storage medium . Similarly , based on associated medical records and use those charac 
systems consistent with the present disclosure may include teristics to sort patients 110 into group 121 ( “ Not in cohort " ) 
at least one processor ( e . g . , a processing device ) and and group 122 ( “ Maybe in cohort ” ) . Examples of model 120 
memory , and the memory may be a non - transitory computer - may include , but are not limited to , one or more machine 
readable storage medium . As used herein , a non - transitory learning models , such as the regressions and neural net 
computer - readable storage medium refers to any type of works described in greater detail with respect to FIG . 4 ; an 
physical memory on which information or data readable by automated search for specific phrases combined with struc 
at least one processor may be stored . Examples include tured criteria ( e . g . , structured recordings of drug adminis 
random access memory ( RAM ) , read - only memory ( ROM ) , 16 trations ) to determine which patients to select ; application of 
volatile memory , nonvolatile memory , hard drives , CD rules to the output of natural language processing to deter 
ROMs , DVDs , flash drives , disks , and any other known mine which patients to select ; or the like . 
physical storage medium . Singular terms , such as “ memory ” The patients sorted into group 122 may be further pro 
and “ computer - readable storage medium , ” may additionally cessed through confirmation 130 . For example , confirmation 
refer to multiple structures , such a plurality of memories 20 130 may comprise a separate model used to sort group 122 
and / or computer - readable storage mediums . As referred to into subgroup 131 ( “ In cohort ” ) and subgroup 132 ( “ Not in 
herein , a " memory ” may comprise any type of computer - cohort " ) . Alternatively , confirmation 130 may comprise a 
readable storage medium unless otherwise specified . A com - manual sorting procedure performed by a medical expert . 
puter - readable storage medium may store instructions for As explained above , the use of model 120 to perform an 
execution by at least one processor , including instructions 25 initial sort allows for significant increases in efficiency in 
for causing the processor to perform steps or stages consis - cohort selection at least because confirmation 130 is usually 
tent with an embodiment herein . Additionally , one or more a costly and time - consuming process and model 120 reduces 
computer - readable storage mediums may be utilized in the number of patients input to confirmation 130 . However , 
implementing a computer - implemented method . The term the use of automated rules and / or models in lieu of manual , 
" computer - readable storage medium ” should be understood 30 subjective techniques introduces new technical problems . 
to include tangible items and exclude carrier waves and For example , automated rules or models that are over 
transient signals . inclusive fail to achieve significant improvements in effi 

Embodiments of the present disclosure provide systems ciency in confirmation while imposing upfront costs to 
and methods for analyzing patient data and , in particular , develop the automated rules or models . As another example , 
selecting one or more cohorts . A user of the disclosed 35 automated rules or models that are under - inclusive may fail 
systems and methods may encompass any individual who to mitigate biases that inhere in manual , subject techniques . 
may wish to access a patient ' s clinical experience and / or Accordingly , embodiments of the present disclosure include 
analyze patient data . Thus , throughout this disclosure , ref - solutions to these technical problems of automated initial 
erences to a “ user ” of the disclosed systems and methods cohort sorting . 
may encompass any individual , such as a physician , a 40 FIG . 2A illustrates a framework 200 for a cohort selection 
quality assurance department at a health care institution , model . For example , framework 200 represents an example 
and / or the patient . of an implementation of model 120 of filter 100 of FIG . 1 . 

FIG . 1 illustrates an exemplary two - step cohort selection As depicted in FIG . 2A , framework 200 may accept , as 
filter 100 . As depicted in FIG . 1 , filter 100 may comprise a input , labeled records 210 . For example , records 210 may 
plurality of patients 110 , a portion of which may be viable 45 include data associated with a plurality of patients such that 
for inclusion in a cohort . For example , patients 110 may each patient is associated with one or more medical records 
comprise a plurality of breast cancer patients , a portion of and is associated with a label . In such an example , the label 
which may be metastatic , where metastatic status is an may have been added by a medical professional . For 
attribute relevant to cohort selection . example , the label may indicate whether the patient is 

Patients 110 may be represented by a plurality of medical 50 suitable for inclusion in a cohort ( e . g . , by having one or more 
records . For example , each patient may be represented by properties desired in the cohort , such as metastatic cancer ) . 
one or more records generated by one or more health care As further depicted in FIG . 2A , framework 200 may input 
professionals or by the patient . In such an example , a doctor labeled records 210 to a training or abstraction process 220 . 
associated with the patient , a nurse associated with the Process 220 may extract one or more features ( e . g . , feature 
patient , a physical therapist associated with the patient , or 55 vectors or the like ) from labeled records 210 to determine 
the like , may each generate a medical record for the patient . correlations between one set of features shared amongst 
In some embodiments , one or more records may be collated patients labeled a first way and a second set of features 
and / or stored in the same database . In other embodiments , shared amongst patients labeled a second way . The corre 
one or more records may be distributed across a plurality of lations need not be perfect that is , one or more features in 
databases . 60 the set of features may be included in the records of one or 

In some embodiments , the database may include a plu - more of the patients labeled in the second way and vice 
rality of electronic data representations . For example , the versa . In addition , the sets of features need not be fully 
patient records may be stored as one or more electronic files , shared amongst the associated patients — for example , one 
such as text files , portable document format ( PDF ) files , set of features may include one or more features only shared 
extensible markup language ( XML ) files , or the like . If the 65 by a majority of patients labeled in the first way . The labels 
documents are stored as PDF files , images , or other files may , for example , indicate whether the patient is viable for 
without text , the electronic data representations may also a cohort . 
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Process 220 may therefore generate one or more models snippet extraction 320 . By assessing snippets surrounding 
230 based on the determined correlations . For example , as relevant terms 310 rather than the relevant terms alone , the 
explained above , models 230 may comprise one or more model may be trained to differentiate “ metastatic " from " not 
rules relating features to probable labels , e . g . , determined metastatic ” ; “ stage ii ” from “ stage iv ” ; or the like . 
based on logistic regression , and / or one or more machine 5 After snippet extraction 320 , phrase features 330 may be 
learned models , e . g . , a neural network relating feature determined based on the extracted snippets . In some 
vectors to probable labels with associated likelihoods . embodiments , structured data included in medical records 
Once models 230 are constructed , unlabeled records 240 from which the snippets were extracted may also be assessed 

may be input to models 230 . For example , records 240 , like with the snippets . For example , the phrases extracted , as 
records 210 , may include data associated with a plurality of 10 well as any structured data considered , may be converted 
patients such that each patient is associated with one or more into a multi - dimensional vector that correlates a score to the 
medical records . Models 230 may extract features from phrases and other structured data . The score for each phrase 
unlabeled records 240 to produce scores associated with the and / or portion of structured data may represent a magnitude 
unlabeled records 240 . Therefore , each patient may have an along a dimension associated with the corresponding phrase 
associated score ( e . g . , 5 out of 10 , 80 % probability , 0 . 8 out 15 and / or portion . In some embodiments , the score may be 
of 1 . 0 , " likely ” on a scale from “ not likely ” to “ somewhat binary , such that the presence of a phrase results in a 
likely ” to “ likely ” to “ very likely " , or the like ) indicating a magnitude of 1 along the dimension associated with the 
likelihood that the patient is a viable candidate for a cohort . phrase while the absence of a phrase results in a magnitude 

FIG . 2B illustrates a machine learning implementation of O along the dimension associated with the phrase . For 
200 ' of framework 200 of FIG . 2A . As depicted in FIG . 2B , 20 example , the vector may have a component magnitude of 1 
labeled records 210 ' may be input to feature extraction 221 . along the “ not metastatic ” dimension if the extracted snip 
For example , labeled records 210 ' may be stored in one or pets include the phrase " not metastatic ” and a component 
more databases . Similar to unlabeled records 210 , unlabeled magnitude of 0 along the “ metastatic ” dimension if the 
records 210 ' may include data associated with a plurality of extracted snippets only include the phrase " not metastatic " 
patients such that each patient is associated with one or more 25 and not the phrase " metastatic ” apart from the modifier 
medical records . " not . ” In other embodiments , the score may be non - binary 

Feature extraction 221 may extract features ( such as key and may indicate , for example , a prevalence associated with 
words , key phrases , or the like ) from labeled records 210 the phrase . For example , the vector may have a component 
and may score those features for a level of relevance to magnitude of 5 along the " metastatic ” dimension if the 
inclusion in a cohort . Accordingly , in some embodiments , 30 extracted snippets include five instances of the phrase 
the features may be represented as vectors . “ metastatic " and a component magnitude of 2 along the “ not 

A portion of the features extracted by feature extraction metastatic ” dimension if the extracted snippets only two 
221 may be collated with corresponding labels of records instances of the phrase " not metastatic . ” The prevalence may 
210 ' and stored as training data 223 . The collated data 223 represent a normalized measure of instances , such as total 
may then be placed through a training algorithm 225 . For 35 instances per a particular number of characters , a particular 
example , training algorithm 225 may include logistic regres - number of words , a particular number of sentences , a 
sion that generates one or more functions ( or rules ) that particular number of paragraphs , a particular number of 
relate extracted features to particular labels . Additionally or pages , or the like . 
alternatively , training algorithm 225 may include one or Phrase features 330 may be input into logistic regression 
more neural networks that adjust weights of one or more 40 340 to determine scores based on phrase features 330 . The 
nodes such that an input layer of features is run through one scores may be correlated with or otherwise indicate suit 
or more hidden layers and then through an output layer of ability for inclusion in ( and / or exclusion from ) the cohort . In 
labels ( with associated probabilities ) . Accordingly , training an alternative embodiment , phrase features 330 may be 
algorithm 225 outputs one or more models 230 . input into logistic regression 340 to determine the top 

The other portion of the features extracted by feature 45 features ( not shown ) correlated with inclusion in ( and / or 
extraction 221 may be collated with corresponding labels of exclusion from ) the cohort . The top features may then be 
records 210 ' and stored as testing data 240 ' . Testing data 240 ' used to develop one or more models , as explained above 
may be used to refine one or more models 230 to detect with respect to FIGS . 2A and 2B . 
biases from under - inclusion or false positives from over - FIG . 3B illustrates an example technique 300 ' of natural 
inclusion . The collated data 240 ' may then be placed through 50 language processing on unstructured text . For example , 
one or more models 230 . One or more models 230 may technique 300 ' may be used in technique 300 . 
produce predictions ( or scores ) 250 ' for testing data 240 ' . As depicted in FIG . 3B , unstructured text 360 may 
Performance measures 260 may be used to refine one or include , for example , notes included in one or more medical 
more models 230 , e . g . , by comparing predictions 250 ' to the records associated with one or more patients . As used herein , 
labels of testing data 240 ' . For example , as explained above , 55 " unstructured ” refers to text that is not categorized into one 
one or more models 230 may be re - trained ( e . g . , modified ) or more standardized formats ( e . g . , a date format , a name 
to reduce deviations between the labels and predictions 250 ' . format , or the like ) and is not in a serialized or markup 
The modifications may be based on one or more loss format ( such as XML , YAML , JSON , or the like ) . 
functions . Unstructured text 360 may be used to extract features 370 . 

FIG . 3A illustrates an example technique 300 for con - 60 For example , as explained above with respect to FIG . 3A , 
structing a model from search terms . For example , technique features 370 may be represented as vectors and may repre 
300 may be used to develop model 120 of FIG . 1 . sent a measure of the particular phrase along one or more 
As depicted in FIG . 3A , relevant search terms 310 may be dimensions . Features 370 may comprise component vectors 

selected for use in model construction . For example , the of a single multi - dimensional vector capturing features 370 . 
search terms 310 may be selected by health care profession - 65 FIG . 4 illustrates an exemplary system environment 400 
als that are trained to perform manual , subjective selection for implementing embodiments of the present disclosure , 
of cohorts . Accordingly , search terms 310 may be input to such as method 500 of FIG . 5 , described below . As shown 
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in FIG . 4 , system environment 400 includes several com may be captured by an abstraction process , while the struc 
ponents . It will be appreciated from this disclosure that the tured data may be entered by the health care professional or 
number and arrangement of these components is exemplary calculated using algorithms . In one embodiment , data 
and provided for purposes of illustration . Other arrange sources 430 may include medical care providers ( e . g . , phy 
ments and numbers of components may be utilized without 5 sicians , hospitals ) , laboratories , insurance companies , and 
departing from the teachings and embodiments of the pres - any other source of patient data . 
ent disclosure . System 405 may also communicate with client devices 
As shown in FIG . 4 , the exemplary system environment 440 over network 450 . For example , client devices 430 may 

400 includes a system 405 . System 405 may include one or transmit queries for patient medical records over network 
more server systems , databases , and / or computing systems 10 450 to system 405 . In one embodiment , a query for the 
configured to receive information from entities over a net records may include patient characteristics , such as patient 
work , process the information , store the information , and identifier ( ID ) , biomarker status , stage , drug / line combina 
display / transmit the information to other entities over the tion , lines of therapy , age range at advanced diagnosis , date 
network . Thus , in some embodiments , the network may of advanced diagnosis , an indicator from whence the test 
facilitate cloud sharing , storage , and / or computing . In one 15 sample came , details on the actual Epidermal Growth Factor 
embodiment , system 405 may include a processing engine Receptor ( EGFR ) mutation , an indicator from whence the 
410 and one or more databases 420 , which are illustrated in test tissue was collected ( for cancer tests ) , type of assay , 
a region bounded by a dashed line for system 405 in FIG . 4 . straining intensity , if metastasized and if spread ( for cancer 

In one embodiment , system 405 may transmit and / or patients ) , etc . System 405 may query database 420 to 
receive patient medical data to / from various other compo - 20 identify one or more patients matching the query parameters 
nents , such as one or more data sources 430 and client and transmit medical records associated with the matching 
devices 440 . The medical data may be stored in one or more patient ( s ) over network 450 to client devices 440 . 
medical records , each medical record associated with a In accordance with certain embodiments , system 405 may 
patient . More specifically , system 405 may be configured to include one or more processing engines 410 , which may be 
receive and store the data transmitted over a network 450 25 configured to transmit medical records over network 450 to 
( e . g . , Internet , Intranet , WAN , LAN , cellular , etc . ) from and from data sources 430 and client devices 440 . In one 
various data sources , including data sources 430 , process the embodiment , each processing engine 410 may store records 
received data , and transmit search results based on the received from data sources 430 and client devices 440 in one 
processing to client devices 440 . or more databases 420 . Databases 420 may be any suitable 

The various components of system environment 400 may 30 combination of large scale data storage devices , which may 
include an assembly of hardware , software , and / or firmware , optionally include any type or combination of slave data 
including a memory , a central processing unit ( CPU ) , and / or bases , load balancers , dummy servers , firewalls , back - up 
a user interface . Memory may include any type of RAM or databases , and / or any other desired database components . 
ROM embodied in a physical storage medium , such as Each processing engine 410 may also access data stored by 
magnetic storage including floppy disk , hard disk , or mag - 35 databases 420 to process queries received from client 
netic tape ; semiconductor storage such as solid - state disk devices 440 . For example , processing engine 410 may 
( SSD ) or flash memory ; optical disc storage ; or magneto - access from databases 420 patient data ( e . g . , patient medical 
optical disc storage . A CPU may include one or more records ) received from data sources 430 and generate a user 
processors for processing data according to a set of pro interface that visualizes the patient data ( e . g . , on a timeline ) 
grammable instructions or software stored in the memory . 40 in a standardized format . Processing engine 410 may trans 
The functions of each processor may be provided by a single mit the generated user interface to client device 440 for 
dedicated processor or by a plurality of processors . More - visualization of one or more patient records . 
over , processors may include , without limitation , digital As discussed above , system 400 may exchange data , and 
signal processor ( DSP ) hardware , or any other hardware such exchanges may occur over a data interface . As used 
capable of executing software . An optional user interface 45 herein , a data interface may include any boundary across 
may include any type or combination of input / output which two or more components of system 400 exchange 
devices , such as a display monitor , keyboard , and / or mouse . data . For example , system 400 may exchange data between 
As described above , system 405 may be configured to software , hardware , databases , devices , humans , or any 

receive patient medical records over a network 450 , apply combination of the foregoing . Furthermore , it will be appre 
one or more models to the received medical results , and 50 ciated that any suitable configuration of software , proces 
provide viability probabilities to client devices 440 over the sors , data storage devices , and networks may be selected to 
network 450 . For example , system 405 may receive patient implement the components of system environment 400 and 
medical records from data sources 430 or elsewhere on features of related embodiments . 
network 450 . The records provided to system 405 from data In some embodiments , system 405 may select one or more 
sources 430 ( or elsewhere may include structured data , such 55 cohorts . As used herein , a cohort may include any grouping 
as gender , birth year , race , visit date , practice type , insurance of data ( people , articles , objects , etc . ) that shares at least one 
carrier and start date , office visits , medication orders , medi - common characteristic or that exhibit attributes meeting a 
cation administrations , Eastern Cooperative Oncology predefined set of criteria . In some embodiments , a cohort 
Group ( ECOG ) performance status ( i . e . , ECOG score ) , may include individuals that exhibit at least one common 
weight , lab results , etc . , unstructured data , such as diagnosis 60 characteristic from a medical perspective ( e . g . , demographic 
date , first activity date , stage at diagnosis , advanced diag - or clinical characteristics ) . An individual may include any 
nosis date , metastatic diagnosis date ( usually for cancer member of one or more groups ( e . g . , objects , people , 
patients ) , biomarker results , tumor progression and response articles , etc . ) . For example , those individuals from a popu 
( usually for cancer patients ) , oral medications , and labora - lation determined to have a certain type of disease , or more 
tory details regarding the lab tests , etc . ; and derived data , 65 specifically , certain characteristics associated with that dis 
such as date of death , lines of therapy , and last activity date , ease ( e . g . , breast cancer in stage IV ) may be identified and 
outcomes , etc . In one embodiment , the unstructured data placed in a common cohort . Cohorts may be assembled for 
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various purposes . In some instances , cohorts may be may be provided to the model along with information about 
assembled to form groups used to analyze the characteristics the desired outcome ( e . g . , whether a particular individual 
of certain diseases , such as their epidemiology , treatment should be designated for a particular cohort ) . Through 
approaches , how outcomes such as mortality or progression exposure to many such instances , the model may “ learn ” and 
of disease depend on certain variables , or the like . 5 provide outputs identical to or close to selections made 

As discussed earlier , selection of cohorts may be time through the abstraction process . 
consuming and expensive for a variety of reasons . For The remainder of the reference standard data may be used 
example , an abstraction process for selecting cohorts may to test the trained model and evaluate its performance . For require significant amounts of time , and often requires example , for each individual in the remainder of the refer highly trained individuals capable of identifying in a 10 ence standard data , feature vectors may be extracted from patient ' s medical history those characteristics that may the medical records associated with that individual . Those justify placement of an individual into a certain cohort . feature vectors may be provided to the model , and the output Moreover , effective abstraction requires highly trained 
abstractors that can exercise good judgment in cohort selec of the model for that individual ( and , indeed , for each 
tion . This subjective process is unable to be simply auto - 15 16 individual in the remaining reference standard data ) may be 
mated by a general - purpose computer . While it may be compared to the known outcome for that individual . If 
desired that a system for automatically identifying individu - deviations are found between the model output and the 
als for a cohort would identify the same or nearly the same known outcomes for any individuals , the deviations may be 
individuals from a particular population as an abstractor , the used to update the model ( e . g . , retrain the model ) . For 
automatic selection of individuals depends on specifically 20 example , one or more functions of the model may be added , 
engineered technical capabilities designed to generate this removed , or modified , e . g . , a quadratic function may be 
result . On the other hand , in comparison to a manual modified into a cubic function , an exponential function may 
process , automatic cohort selection may improve the be modified into a polynomial function , or the like . Accord 
cohort ' s quality as related to the cohort ' s contemplated use , ingly , the deviations may be used to inform decisions to 
because there may be fewer false positives or false negatives 25 modify how the features passed into the model are con 
due to human error . structed or which type of model is employed . Where the 

While automatic cohort selection may be accomplished in level of deviation is within a desired limit ( e . g . , 10 % , 5 % , or 
various ways , in some embodiments , such cohort selection less ) , then the model may be deemed suitable for operating 
may be made using a model . As used herein , a model may on a data set for which previous cohort selections have not 
refer to a rules - based model ( e . g . , a model based on match - 30 been made . As an alternative , in some embodiments , one or 
ing a set of search terms , regular expressions ) or a trained more weights of the regression ( or , if the model comprises 
model ( e . g . , a supervised machine learning system ) ) . a neural network , one or more weights of the nodes ) may be 

A trained model ( e . g . , a supervised machine learning adjusted to reduce the deviations . 
system ) may use a framework based on a set of data labels , Although described above using deviations , one or more 
and may be trained to generate results consistent with that 35 loss functions may be used to measure the accuracy of the 
set of labels . In some cases , the trained model may be model . For example , a square loss function , a hinge loss 
provided with a set of inputs ( e . g . , one or more feature functions , a logistic loss function , a cross entropy loss 
vectors derived from patient medical records , which may be function , or any other loss function may be used . In such 
generated as part of the procedure to train the model ) and embodiments , the updates to the model may be configured 
may generate as an output a score or confidence level that 40 to reduce ( or even minimize , at least locally , the one or more 
may be used to determine if a particular individual may be loss functions . 
omitted from a cohort or whether the individual may be an In the process of analyzing a new set of data ( e . g . , patient 
appropriate candidate for the cohort ( e . g . , based on com - medical records ) , various techniques may be used to provide 
parison of the output to a predetermined threshold level ) . feature vectors to the model ( e . g . , natural language process 

The selection model may employ any suitable machine 45 ing techniques ) . In some instances , unstructured documents 
learning algorithms . In some embodiments , a logistic regres - associated with a patient ' s medical record ( e . g . , an EMR ) or 
sion model may be used . Other types of machine learning in other available data sources ( e . g . , claims data , patient 
techniques may also be used , either in combination with or reported data ) may be analyzed for the presence of various 
separate from the logistic regression technique . words or phrases that may be associated with a particular 
As discussed earlier , the disclosed systems and methods 50 cohort . For example , some or part of the documents of a 

may select one or more cohorts via a rules - based model patient ' s medical records may be available electronically . 
( e . g . , a model based on a matching a set of search terms ) . For Alternatively , the typed , handwritten , or printed text in the 
example , a rules - based model may receive data and generate records may be converted into machine - encoded text ( e . g . , 
output by matching at least a portion of the received data to through optical character recognition ( OCR ) ) , and the elec 
a pre - defined set of search terms . 55 tronic text may be searched for certain key words or phrases 

Training of the model may involve the use of a labeled associated with a particular cohort . If such words or phrases 
data set for which a desired outcome is already known . Such ( e . g . , " breast cancer , " " metastatic , " etc . ) are identified in the 
data may be referred to as “ reference standard ” and may be records , then a snippet of text in a vicinity of the identified 
generated , for example , through an abstraction process in word or text may be tested to glean additional information 
which all of the individuals of a particular population are 60 about the context of the word or phrase . For example , " no 
screened relative to one or more cohorts , and each individual evidence of metastatic activity ” may convey a significantly 
is assigned to an appropriate cohort . Next , a certain percent - different meaning from " stage IV ; metastatic . ” By analyzing 
age of the reference standard data ( e . g . , 50 % , 60 % , 70 % , the snippet of text surrounding words or phrases of interest , 
etc . ) may be used to train the model . That is , the training one or more features may be extracted , forming a feature 
segment may be analyzed ( e . g . , using natural language 65 vector that may be provided as input to the trained selection 
processing ) such that feature vectors are extracted for each model . These features from the unstructured documents may 
individual in the training segment . Those feature vectors be combined with features from structured data associated 
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with the patient ' s medical record or other available data The system may also include one or more tools designed 
sources ( e . g . , claims data , patient - reported data ) . to quantify the quality of the cohort such that a human or 

Analyzing snippets of text may allow for model genera - machine may better detect bias , which in turn influences the 
tion that is significantly more efficient and less time con quality of the cohort ( e . g . , as an analytic or quality assess 
suming than analyzing every word / phrase included in a 5 ment tool ) . For example , the system may output one or more 
patient ' s medical history along with the context of the measures of the cohort quality to a graphical user interface 
included words / phrases . For example , the number of dimen - ( or to any other suitable output platform ) . 
sions may be greatly reduced by using snippets generated System behavior and performance may be monitored 
from relevant search terms rather than allowing the number against various metrics . In some instances , the sensitivity of 
of dimensions to expand to encompass all words , phrases , 10 the trained system may be monitored to determine whether 
and structured data within a patient ' s medical history . In the system is capturing all or substantially all of the indi 
addition to increasing efficiency , this dimensionality reduc - viduals from a particular population that should be included 
tion may further improve the accuracy of the generated in a particular cohort . Additionally , or alternatively , the 
model by easily preventing overfitting , which tends to occur efficiency of the system may be monitored to determine an 
when too many dependent variables are considered . Accord - 15 achieved reduction ( e . g . , a percentage reduction ) in the 
ingly , analyzing snippets of text may result in better - per - number of individuals required to proceed to an abstraction 
forming models because such analyses tend to result in process . In some embodiments , the trained model may 
predictions that generalize to new datasets with fewer errors . provide a sensitivity level of 95 % or higher , meaning that 
Accordingly , human insights or expertise may help guide the less than 5 % of individuals from a particular population that 
feature extraction process to find more useful features than 20 should be included in a particular cohort are omitted from 
if the process examined all of the words across all of the the cohort . In some cases , the trained system may provide 
records . efficiency levels of 50 % or more , meaning that half or less 

A system for automatic cohort selection may also be of a particular population would require abstraction subse 
developed to mitigate potential negative effects from making quent to operation of the model - assisted cohort selector . 
cohort selections that are either under - inclusive or over - 25 Such efficiencies may be realized where the model - assisted 
inclusive . Over - inclusion of individuals into a particular system generates a confidence level or score high enough for 
cohort may reduce the effectiveness of the cohort as an certain individuals to conclude that those individuals do not 
analytic or quality assessment tool , as the cohort may belong in a particular cohort . In such instances , abstraction 
include one or more individuals not exhibiting the desired for those individuals may not be required . For the remaining 
trait or characteristic associated with a particular cohort . For 30 individuals in a population not excluded from the cohort by 
instance , an end user ' s analyses aimed at monitoring the the model - assisted selector , abstraction may be employed to 
effects of treatment protocols , etc . , on the individuals in the confirm whether inclusion of those individuals into the 
cohort may be less useful if some of the members of the cohort is appropriate . 
cohort lack the trait or characteristic at which the treatment The selection criteria of the model may be varied to 
protocol is directed . Under - inclusion may result in too few 35 achieve desired selectivity and / or efficiency levels . For 
individuals in the cohort to provide a meaningful sample example , where the selection criteria are made less rigorous , 
size . Under - inclusion , especially if based on a systematic fewer individuals in a given population may be excluded 
exclusion of individuals , may also introduce bias into the from the cohort by the model - assisted system , and more 
cohort which can render the cohort less useful as an analytic cohort candidates may be identified . In such a case , the 
tool . 40 sensitivity may rise , as fewer individuals that should be 

The described model - assisted cohort selection system included in the cohort would be lost from the cohort as a 
may include one or more tools to reduce or eliminate the result of automatic selection . In such cases , however , the 
effects of cohort bias . For example , in some cases , the model abstraction reduction efficiency may decline , as more indi 
may be periodically re - trained as newly available reference viduals may be required to go through an abstraction process 
data sets become available . Re - training may occur at any 45 to confirm their placement into the cohort . On the other 
suitable time interval ( e . g . , daily , weekly , monthly , etc . ) . hand , if the selection criteria are made more rigorous , then 
Such re - training may increase flexibility of the model and more individuals could potentially be identified as inappro 
may render the model less susceptible to inadvertently priate for the cohort . In such cases , the abstraction efficiency 
omitting individuals from a cohort in which they would may rise , as few individuals would be required to proceed to 
otherwise belong due to changes in how information about 50 an abstraction process . More rigorous selection criteria , 
the individual is presented in an associated record ( e . g . , a however , may result in a reduction in sensitivity , meaning 
terminology change , etc . ) . In other embodiments , the re - that the cohort may ultimately be under - inclusive . 
training may be based on new or updated reference standard FIG . 5 illustrates an exemplary method 500 for selecting 
data as they become available ( e . g . , through the abstraction a cohort from among a population of individuals . Method 
process ) . Performing such updates periodically and at scale 55 500 may be implemented , for example , by processing engine 
may help the model to continuously adapt and evolve to 410 of system 400 of FIG . 4 . Processing engine 410 may 
changes in the underlying data . comprise at least one processing device , such as one or more 

Additionally , the performance of the model - assisted generic processors , e . g . , a central processing unit ( CPU ) , a 
cohort selection system may be continuously tested for a graphics processing unit ( GPU ) , or the like and / or one or 
desired level of effectiveness and / or accuracy . For example , 60 more specialized processors , e . g . , an application - specific 
a random set of individuals excluded from a particular integrated circuit ( ASIC ) , a field - programmable gate array 
cohort may be processed via abstraction to verify the accu - ( FPGA ) , or the like . 
racy of the output of the model - assisted system . Such a At step 510 , the at least one processing device may access , 
process may allow for monitoring whether individuals are via a data interface , a database from which feature vectors 
systematically excluded from a cohort - something that can 65 associated with an individual from among a population of 
result in undesirable biasing of the cohort , as explained individuals can be derived . For example , the database may 
above include a plurality of medical records , each record associ 
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ated with a patient . The plurality of patients may include the may comprise , for example , a neural network with a plu 
individual . Some patients may include a single record while rality of trained nodes , or the like . 
others many include a plurality of records . Additionally or alternatively , the model may include a 
As explained above with respect to FIG . 1 , in some rules - based model . For example , the model may include a 

embodiments , the database may include a plurality of elec - 5 plurality of rules derived from logistic regression . In such 
tronic data representations . For example , one or more elec - embodiments , the rules - based model may generate output by 
tronic files , such as text files , image files . PDF files . XLM matching a pre - defined set of search terms . 
files , YAML files , or the like . In such embodiments , the at At step 540 , the at least one processing device may 
least one processing device may upload the plurality of receive an output from the model . For example , the output 

electronic data representations via the data interface . In one 10 may comprise a score representing a possibility that the 
individual is viable for inclusion in the cohort . In embodi example , as explained above , the electronic data represen ments where the cohort includes a plurality of sub - cohorts , tations may include electronic representations of documents the output may comprise a plurality of probabilities , scores , 

from an electronic medical record associated with the indi likelihoods , or the like for inclusion in each sub - cohort . vidual . Additionally or alternatively , the electronic data 15 ald 15 In some embodiments , the model may generate the output 
representations may include at least some text previously using a binary classification algorithm . For example , the 
subjected to an optical character recognition process . The binary classification may comprise a Boolean indicator of 
plurality of electronic data representations may include both whether the individual is viable for the cohort . In such 
structured data and unstructured data . As explained above , embodiments , the binary classification algorithm may 
“ structured data ” may comply with one or more standard - 20 include logistic regression , as explained above . 
ized formats ( e . g . , a date format , a name format , or the like ) In some embodiments , the output received from the 
and / or be stored in a serialized or marked - up format that model may convey a confidence score . For example , as 
includes labels or other indicators associated with portions explained above , the confidence score may indicate a prob 
of the data . ability for inclusion in the cohort ( or in a sub - cohort 

In embodiments where the database includes the plurality 25 thereof ) . 
of electronic data representations , the plurality of electronic At step 550 , the at least one processing device may 
data representations may be derived from at least one of an determine whether the individual from among the popula 
electronic medical record ( e . g . , from a hospital , doctor ' s tion of individuals is a candidate for the cohort based on the 
office , outpatient center , or the like ) , an available data output received from the model . For example , the at least 
source , claims data ( e . g . , from an insurance company ) , or 30 one processing device may select the individual if the output 
patient - reported data associated with the at least one indi - indicates that the individual is viable for the cohort . 
vidual . In some embodiments , the cohort is to include individuals 

At step 520 , the at least one processing device may derive , all sharing at least one medical or demographic character 
for the individual , one or more feature vectors from the istic . Accordingly , the output from the model may be based 
database . For example , as explained above with respect to 35 on the at least one medical or demographic characteristic . 
FIGS . 3A and 3B , one or more feature vectors may be For example , the model may be configured to estimate the 
extracted from the medical records using one or more probability of metastatic cancer based on the feature vectors . 
relevant search terms . Snippet extraction may be used in In embodiments where the output conveys a confidence 
combination with the relevant search terms in order to score , the determination of whether the at least one indi 
extract the feature vectors . 40 vidual is a candidate for the cohort may be based on a 

In embodiments where the database includes a plurality of comparison of the confidence score to a predetermined 
electronic data representations , the at least one processing threshold . The threshold may be adjustable based on desired 
device may generate the one or more feature vectors using levels of efficiency and performance . For example , as 
the plurality of electronic data representations . Additionally explained above , the model may be re - trained based on 
or alternatively , the at least one processing device may 45 testing data ( which may comprise records from the database 
generate the one or more feature vectors by searching the not used to develop the model ) . One or more loss functions 
plurality of electronic data representations for the presence may be used to adjust the threshold . 
of at least one term or phrase predetermined as associated Method 500 may further include additional steps . For 
with the cohort . After identifying the at least one term or example , method 500 may further include displaying an 
phrase as present in the plurality of electronic data repre - 50 indicator of whether the individual is a candidate . The at 
sentations , the at least one processing device may extract a least one processing device may send , via the data interface , 
text grouping from the plurality of electronic data represen - a visualization of the indicator for display on a screen . For 
tations . The text grouping may include one or more words example , the visualization may comprise a user interface 
located in a vicinity of the identified term or phrase . The at including the indicator . The visualization may be transmitted 
least one processing device may generate the one or more 55 to one or more computing devices associated with a medical 
feature vectors based on analysis of the identified term or professional . The medical professional may be managing a 
phrase together with analysis of the extracted text grouping medical test using the cohort . 

At step 530 , the at least one processing device may The foregoing description has been presented for pur 
provide the one or more feature vectors to a model . For p oses of illustration . It is not exhaustive and is not limited 
example , the model may have been constructed as described 60 to the precise forms or embodiments disclosed . Modifica 
above with respect to FIGS . 2A and 2B . tions and adaptations will be apparent to those skilled in the 

In some embodiments , the model may include a trained art from consideration of the specification and practice of the 
machine learning model . In such embodiments , the machine disclosed embodiments . Additionally , although aspects of 
learning model may have been trained based on a set of the disclosed embodiments are described as being stored in 
structured information extracted by a combination of 65 memory , one skilled in the art will appreciate that these 
humans and machines from unstructured information , aspects can also be stored on other types of computer 
including a medical record . The machine learning model readable media , such as secondary storage devices , for 
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example , hard disks or CD ROM , or other forms of RAM or 5 . The model - assisted cohort selection system of claim 2 , 
ROM , USB media , DVD , Blu - ray , 4K Ultra HD Blu - ray , or wherein the at least one processing device is further pro 
other optical drive media . grammed to generate the one or more feature vectors by : 

Computer programs based on the written description and searching the plurality of electronic data representations 
disclosed methods are within the skill of an experienced 5 for the presence of at least one term or phrase prede 
developer . The various programs or program modules can be termined as associated with the cohort ; 
created using any of the techniques known to one skilled in after identifying the at least one term or phrase as present 
the art or can be designed in connection with existing in the plurality of electronic data representations , 
software . For example , program sections or program mod extracting a text grouping from the plurality of elec 
ules can be designed in or by means of . Net Framework , . Net 10 tronic data representations , wherein the text grouping 
Compact Framework ( and related languages , such as Visual includes one or more words located in a vicinity of the 
Basic , C , etc . ) , Java , Python , R , C + + , Objective - C , HTML , identified term or phrase ; and 
HTML / AJAX combinations , XML , or HTML with included generating the one or more feature vectors based on 
Java applets . analysis of the identified term or phrase together with 
Moreover , while illustrative embodiments have been 15 analysis of the extracted text grouping . 

described herein , the scope of any and all embodiments 6 . The model - assisted selection system of claim 1 , 
having equivalent elements , modifications , omissions , com - wherein the model generates the output using a binary 
binations ( e . g . , of aspects across various embodiments ) , classification algorithm . 
adaptations and / or alterations as would be appreciated by 7 . The model - assisted selection system of claim 6 , 
those skilled in the art based on the present disclosure . The 20 wherein the binary classification algorithm includes logistic 
limitations in the claims are to be interpreted broadly based regression . 
on the language employed in the claims and not limited to 8 . The model - assisted selection system of claim 1 , 
examples described in the present specification or during the wherein the machine learning model has been trained based 
prosecution of the application . The examples are to be on a set of structured information extracted by a combina 
construed as non - exclusive . Furthermore , the steps of the 25 tion of humans and machines from unstructured informa 
disclosed methods may be modified in any manner , includ - tion , including a medical record . 
ing by reordering steps and / or inserting or deleting steps . It 9 . The model - assisted selection system of claim 1 , 
is intended , therefore , that the specification and examples be wherein the plurality of electronic data representations are 
considered as illustrative only , with a true scope and spirit derived from at least one of an electronic medical record , an 
being indicated by the following claims and their full scope 30 available data source , claims data , or patient - reported data 
of equivalents . associated with the at least one individual . 

10 . The model - assisted selection system of claim 1 , 
What is claimed is : wherein the predetermined threshold is adjustable based on 
1 . A model - assisted selection system for identifying can - levels of efficiency and performance , of the model . 

didates for placement into a cohort , the system comprising : 35 11 . The model - assisted selection system of claim 1 , 
a data interface ; and wherein the cohort is to include individuals all sharing at 
at least one processing device programmed to : least one medical or demographic characteristic . 

access , via the data interface , a database from which 12 . The model - assisted selection system of claim 1 , 
feature vectors associated with an individual from wherein the plurality of electronic data representations 
among a population of individuals can be derived ; 40 includes both structured data and unstructured data . 

derive , for the individual , one or more feature vectors 13 . The model - assisted selection system of claim 1 , 
from the database ; wherein the model includes a trained machine learning 

provide the one or more feature vectors to a model ; model . 
receive an output from the model , the output compris 14 . The model - assisted selection system of claim 1 , 

ing a confidence score for the individual , and 45 wherein the model includes a rules - based model . 
determine whether the individual from among the 15 . The model - assisted selection system of claim 1 , 

population of individuals is a candidate for the wherein the rules - based model generates output by matching 
cohort based on the output received from the model , a pre - defined set of search terms . 
wherein the determination is based on a comparison 16 . A method for selecting a cohort from among a 
of the confidence score to a predetermined threshold 50 population of individuals , the method comprising : 
that is adjustable . accessing , via a data interface , a database from which 

2 . The model - assisted cohort selection system of claim 1 , feature vectors associated with an individual from 
wherein the database includes a plurality of electronic data among a population of individuals can be derived ; 
representations , and the processing device is further pro deriving , for the individual , one or more feature vectors 
grammed to : 55 from the database ; 
upload the plurality of electronic data representations via providing the one or more feature vectors to a model ; 

the data interface ; and receiving an output from the model , the output compris 
generate the one or more feature vectors using the plu ing a confidence score for the individual ; and 

rality of electronic data representations . determining whether the individual from among the popu 
3 . The model - assisted cohort selection system of claim 2 , 60 lation of individuals is a candidate for the cohort based 

wherein the electronic data representations include elec on the output received from the model , wherein the 
tronic representations of documents from an electronic determination is based on a comparison of the confi 
medical record associated with the individual . dence score to a predetermined threshold that is adjust 

4 . The model - assisted cohort selection system of claim 2 , able . 
wherein the electronic data representations include at least 65 17 . The cohort selection method of claim 16 , wherein the 
some text previously subjected to an optical character rec - database includes a plurality of electronic data representa 
ognition process . tions , and the method further includes : 

Piu 
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uploading the plurality of electronic data representations 22 . The cohort selection method of claim 16 , wherein the 
via the data interface ; and machine learning model has been trained based on a set of 

generating the one or more feature vectors using the structured information extracted by a combination of 
plurality of electronic data representations . humans and machines from unstructured information , 

18 . The cohort selection method of claim 17 , wherein the 5 including a medical record . 
electronic data representations include electronic represen 23 . The cohort selection method of claim 16 , wherein the tations of documents from an electronic medical record plurality of electronic data representations are derived from associated with the individual . 

19 . The cohort selection method of claim 17 , wherein the at least one of an electronic medical record , an available data 
electronic data representations include at least some text source , claims data , or patient - reported data associated with 
previously subjected to an optical character recognition tion 10 the at least one individual . 
process . 24 . The cohort selection method of claim 16 , wherein the 

20 . The cohort selection method of claim 17 , further cohort is to include individuals all sharing at least one 
including : medical or demographic characteristic . 

generating the one or more feature vectors by : 25 . The cohort selection method of claim 16 , wherein the searching the plurality of electronic data representa - 15 plurality of electronic data representations includes both tions for the presence of at least one term or phrase 
predetermined as associated with the cohort ; structured data and unstructured data . 

after identifying the at least one term or phrase as 26 . The cohort selection method of claim 16 , wherein the 
present in the plurality of electronic data represen model includes a trained machine learning model or a 
tations , extracting a text grouping from the plurality 20 rules - based model . 
of electronic data representations , wherein the text 27 . The system of claim 1 , wherein the threshold is 
grouping includes one or more words located in a adjusted based on at least one loss function . 
vicinity of the identified term or phrase ; and 28 . The system of claim 1 , wherein the threshold is 

generating the one or more feature vectors based on adjusted such that a sensitivity level of the model is at least analysis of the identified term or phrase together with 25 050 
analysis of the extracted text grouping . 

21 . The cohort selection method of claim 16 , wherein the 29 . The system of claim 1 , wherein the threshold is 
machine learning model generates the output using a logistic adjusted such that an efficiency of the model is at least 50 % . 
regression technique . * * * * * 


